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An Alternative to the Intrinsic Estimator (IE) for
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Abstract

Over the past decade the Intrinsic Estimator (IE) has become a popular way to model age-period-cohort (APC) trends in sociology, demography, epidemiology, and other fields. However, confusion exists over the fundamental properties of the IE and its proper use in applied research. In this paper we clarify the meaning of the IE, examine its strengths and weaknesses, and propose an alternative estimator. Despite some desirable statistical properties, the IE will give differing results depending on the number of age, period, and cohort groups as well as the size and direction of the nonlinearities in the data. Moreover, to achieve identification the IE uses a mathematical constraint that lacks a clear substantive interpretation. To overcome the limitations of the IE, we introduce the orthogonal estimator (OE), which uses a coding scheme that separately estimates the linear and nonlinear effects, unlike the IE’s sum-to-zero effect (or deviation) coding. The OE has the same desirable statistical properties as the IE. However, in contrast to the IE, the OE clarifies the nature of the identification problem and provides a set of estimates that are invariant to the number of APC groups as well as the size and sign of the nonlinearities. Moreover, the OE can be interpreted as the simple average of three zero-linear-trend (ZLT) models, unlike the IE, which is the average of a rotated set of ZLT models. Like the IE, the OE in general will not recover the true data generating parameters.
Introduction

The intrinsic estimator (IE) has become a popular technique for estimating age-period-cohort (APC) effects across a wide range of fields. In recent years, researchers have used the IE to examine APC trends in pornography use (Price et al. 2016), behavioral problems in adolescents (Keyes et al. 2017), heart disease mortality (Kramer, Valderrama, and Casper 2015), breast cancer mortality (Li, Yu, and Wang 2015), obesity in China (Fu and Land 2015), and social trust (Hu 2015), among other topics. As pointed out by various authors, the IE has several desirable statistical properties, producing results that are estimable, unbiased given the mathematical constraint imposed by the IE, and with minimum variance among estimators based on the same design matrix. What is often not appreciated is that these properties hold for a host of other estimators that, like the IE, are based on the Moore-Penrose generalized inverse, but that employ different design matrices. As shown by Luo and colleagues (2016), estimators based on design matrices other than the zero-sum effect (or deviation) coding used by the IE can give dramatically different results.

Although widely-used, a number of misconceptions exist about the IE. Most importantly, researchers frequently have incorrectly claimed or implied that the IE produces, without applying a constraint, what are known as the (true) underlying generating parameters for the data. To take one area of study, consider recent research on APC trends in social trust, long thought to include a substantial cohort effect. In their analysis of APC trends in social trust, Clark and Eisenstein (2013) assert the following: "The IE avoids the identification problem and makes it possible to estimate effects without imposing constraints on the data and thus, provides unbiased estimates of age, period, and cohort coefficients (365)." Likewise, in a study of APC trends in social trust and related variables, Schwadel and Stout (2012) state erroneously that the "APC intrinsic estimator models provide unbiased estimates of regression coefficients for age groups, time periods and birth cohorts" (238). Even when researchers do not directly claim that the IE provides unbiased estimates of the underlying APC trends, it is often implied. For instance, in an analysis of social trust in China, Hu (2015) approvingly cites Schwadel and Stout, stating that the "IE has been proved by many previous studies to be a practically workable strategy in singling out the unique effect of age, period, and cohort (e.g., Schwadel and Stout 2012) (238)."

\[1\] Following the convention in the APC literature, we use the term "effects" when referring to age, period, and cohort processes (e.g., Glenn 1981: 249; Mason, Mason, et al. 1973: 243; Fienberg and Mason 1979: 133; O’Brien 2015: 1; Yang and Land 2013c: 1-2). These "effects" need not refer to causal effects in the sense of parameters associated with well-defined potential outcomes (Morgan and Winship 2014: 37-76).

\[2\] In the context of the present paper, a set of parameters are identifiable if there is an estimator that would produce the true, underlying data generating parameters on a sample of infinite size. In contrast, estimability implies that an estimator gives some unique value whether or not the estimate is equal to the true underlying data generating parameters. Thus identification implies estimability, but estimability does not imply identification. For a succinct but clear discussion on defining identifiability and estimability, see Greenland (2005).

\[3\] Land and colleagues (2016) state in no uncertain terms that "only the sum-to-zero [effect] coding is used to define and estimate the IE (964)." However, we note that in the first published paper to introduce the IE, no mention is made of the necessity of zero-sum effect coding in formally defining the IE (see Fu 2000: 263-268; 276-277). Rather, the IE is presented as a general method for estimating effects from singular design matrices, of which the APC case is used as an example.
The literature on social trust is by no means unique in misrepresenting the properties of the IE.\(^4\) For example, in a recent study of breast cancer mortality, Li and colleagues (2015) claim that "the IE algorithm could obtain the unique solution of parameters without any constrained conditions or new variable" and that "the estimated values are interpreted more intuitively and [are] unbiased (5)." Similarly, Price et al. (2016) falsely state in their analysis of temporal trends in pornography use that the IE requires "less restrictive constraints" than other estimation techniques (15). To applied researchers in a wide range of disciplines, it appears the IE provides unbiased estimates of the underlying data generating parameters with minimal or no constraints.

However, the developers and proponents of the IE, in particular Yang, Land, and Fu, have repeatedly suggested or stated that the IE is not intended to and does not estimate the underlying data generating parameters. For example, in an extended discussion of the IE, Fu, Land, and Yang (2011) assert that "the model generating parameters" are "not identifiable" (456). Likewise, in a full-length book detailing a variety of APC models, Yang and Land (2013c) state outright that "the objective of the IE is not to estimate the unidentifiable regression coefficient vector [i.e., the set of underlying data generating parameters] (119)." These points are repeated elsewhere in several publications (e.g., Yang, Fu, and Land 2004; Yang, Schulhofer-Wohl, et al. 2008), including a detailed working paper by Yang and Land (2013). Instead of recovering the true data generating parameters, the IE applies a particular mathematical constraint to produce one of an infinite number of estimates of the APC effects that are consistent with the data (Yang, Fu, and Land 2004: 84-85; Yang and Land 2013c: 82; Land et al. 2016: 965-966). The estimates given by the IE will not, in general, equal the true data generating parameters of interest to applied researchers.\(^5\)

Why, then, do these critical misunderstandings about the IE persist? We believe these misunderstandings arise in part from confusion about what it means for a parameter in formal mathematical statistics to be estimable and an estimate of it to be unbiased. As well, even though the proponents of the IE have provided detailed, explicit discussions of the properties of the IE, much of the literature is highly technical, requiring facility in linear algebra, mathematical statistics, and the geometry of regression models. Moreover, although stating that the IE is not intended to recover the true data generating parameters, the proponents of the IE have, in various works, repeatedly claimed that the IE gives "sensible", "useful", "reliable", or "replicable" results (Yang, Schulhofer-Wohl, et al. 2008: 1711; Fu, Land, and Yang 2011: 456; Yang and Land 2013b: 75; 119-120). To a lay researcher, such statements can be easily misinterpreted as meaning that the IE yields the true data-generating parameters, which it does not.\(^6\) In fact, the IE produces unbiased estimates of the

---

\(^4\)For a lucid overview of other studies that misinterpret the IE, see Luo (2013: 1950-1951).

\(^5\)That is, as we discuss in the following sections, the estimates produced by the IE and the true data generating parameters will equal each other only if the true data generating parameters by happenstance conform to the IE’s very specific mathematical constraint. There is no way to determine whether this is true or not (see Luo 2013: 1951-1960).

\(^6\)The likelihood of confusion is compounded by the fact that, in a rejoinder to criticisms by Luo et al. (2016), Land and colleagues (2016) state: ‘We think [the IE gives unbiased estimates of the true data-generating parameters] based both on the cited robustness studies and on our personal experiences with simulations studies and empirical applications of the IE (967).’ As we show later in the text, it is trivial to construct simulations where the IE does a poor job of recovering the underlying data generating parameters, thereby contradicting this assertion (for example, see Tables 2, 4, and 5).
parameters given the IE’s particular mathematical constraint, not unbiased (and unconstrained) estimates of the true data generating parameters. Applied researchers hoping to estimate the underlying temporal trends but lacking the requisite technical knowledge are likely to miss this crucial distinction and fail to recognize the inherent limitations of the IE.

As we demonstrate later, the IE suffers from three major weaknesses that are largely unacknowledged in the applied literature. First, the estimates of the linear effects produced by the IE are a function of the number of age, period, and cohort categories in the data available to the researcher. Under the same underlying data generating process, the IE can produce dramatically different results simply based on the number of categories used. Second, estimates of the linear effects using the IE are not only a function of the number of categories used, but also the extent of the nonlinear effects in the data. Depending on the magnitude and direction of the nonlinearities, the IE will yield differing linear estimates, sometimes radically so, for the same underlying age, period, and cohort linear effects. Finally, because the IE’s mathematical constraint differs depending on the number of age, period, and cohort categories as well as the extent of nonlinearities, it is complicated, non-intuitive, and highly variable from study to study.

The IE represents what might be called a statistical solution to the APC identification problem in that it uses a constraint that is statistically rather than theoretically motivated. For example, as noted previously, the IE is typically justified by referring to its desirable statistical properties; to wit, the IE is estimable, unbiased given its mathematical constraint, and has minimum variance among estimators based on the same design matrix. The IE can be viewed as imposing a statistical constraint in that for a sample of data, the IE gives the set of estimates, for that particular coding scheme that has minimum variance. This statistical constraint is equivalent to the mathematical constraint of choosing that point on the solution line closest to the origin. However, such statistical solutions are problematic because in general they do not provide estimates of the underlying unknown data generating parameters of interest to most substantive researchers. Accordingly, we strongly advocate using a theoretical solution to the identification problem instead, in which the researcher applies constraints that explicitly reflect theories about the underlying temporal processes (Fosse and Winship 2017; Winship and Harding 2008). For example, in examining APC trends in criminal behavior, one might constrain the age trend to monotonically decrease after early adulthood, reflecting the presence of an age-crime curve (Loeber and Farrington 2014), or construct a model specifying the mechanisms, such as marriage or military service, that are widely thought to cause desistance over the life course (Sampson 2005). Nevertheless, if one is going to use what we have termed a statistical solution to the identification problem, there is a superior estimator.

As an alternative to the IE, we propose what we call the Orthogonal Estimator (OE). The OE, like the IE, is based on the Moore-Penrose generalized inverse and thus shares the IE’s desirable statistical properties. However, the OE uses a design matrix that separately estimates the linear and

---

7For recent discussions on limitations of the IE in the methodological literature, see Luo (2013), Luo et al. (2016), O’Brien (2011; 2015), and Pelzer et al. (2014). For rejoinders, see Yang and Land (2013) as well as Land et al. (2016).
8The name of the OE is based on the fact that, for each of the temporal variables, the linear components are constructed to be orthogonal to the nonlinear components.
nonlinear effects, unlike the zero-sum effect (or deviation) coding of the IE. As a result, the OE’s mathematical constraint is invariant to the number of age, period, and cohort groups as well as the magnitude and direction of the nonlinearities in the data. Additionally, the OE can be interpreted as the simple average of three basic APC models in which one of the age, period, or cohort linear components is set to zero. In contrast, as we demonstrate later, the IE is an average of a rotated set of simpler models. Thus, although the IE also can be interpreted as a simple average, as a general rule it will not give results that are equal to the average of three zero-linear-trend (ZLT) models in which one of the linear trends of age, period, or cohort is set to zero. In short, the OE is an estimator that provides APC estimates with the same desirable statistical properties as the IE, but avoids the IE’s sensitivity to the number of categories and the extent of the nonlinearities while also providing a transparent, easily-interpretable mathematical constraint, thereby facilitating the accumulation of knowledge.

The rest of the paper is organized as follows. First, we describe the basic identification problem in APC models. Specifically, we show how, regardless of the design matrix, for any APC model it is only the linear, not the nonlinear, effects that are unidentified. Second, we discuss the IE and its derivation, outlining its underlying mathematical constraint. Third, we discuss the desirable statistical properties of the IE, in particular the fact that it is estimable, unbiased given its constraint, and has minimum variance given its design matrix. Fourth, we discuss the limitations of the IE, presenting several simulations that demonstrate the sensitivity of the IE to the number of categories as well as the size and sign of the nonlinearities. In the fifth section we introduce the OE, which shares the IE’s desirable statistical properties but overcomes the weaknesses of the IE. Moreover we show that the OE is equal to the simple average of three ZLT models, unlike the IE. We conclude with guidelines for applied researchers as well as a discussion of the strengths and weaknesses of using a statistical as opposed to a theoretical approach to identifying APC effects.

1 Nature of the Problem

Researchers have long sought to estimate age, period, and cohort effects for a wide set of social, biological, and cultural outcomes. However, because of the exact linear relationship between age, period, and cohort, one cannot use conventional statistical methods to estimate the unique contributions of age, period, and cohort on a particular outcome (Mason, Mason, et al. 1973). The APC identification problem, as it has become known, is the result of the simple fact that if we know a person’s age in years and the year in which their outcome was measured, then we know their birth year. As such, holding say age and period constant, there is no independent variation in cohort
with which to estimate its effect. When the data consists of only three continuous (interval-coded) variables, the linear relationship is simply \( \text{cohort} = \text{period} - \text{age} \). As we discuss later, when the data is expressed as categorical variables, the linear combination will appear in a different form since the data may be represented in various ways depending on the coding scheme. Regardless, due to the APC identification problem we can always express one or more of the APC variables as a linear combination of the other variables, since there is redundancy of information in the data.

### 1.1 The Classical APC (C-APC) Model

To clarify the discussion that follows, suppose we have categorically-coded age, period, and cohort data for a set of \( n \) respondents.\(^{10}\) We let \( i = 1, \ldots, I \) denote the unique age groups, \( j = 1, \ldots, J \) the unique period groups, and \( k = 1, \ldots, K \) the unique cohort groups with \( k = j - i + I \) and \( K = I + J - 1 \).\(^{11}\) We let \( n \) denote the number of respondents. The model we would like to run is

\[
Y = \mu + \sum_{i=1}^{I} (\alpha_i)(\text{age}_i) + \sum_{j=1}^{J} (\pi_j)(\text{period}_j) + \sum_{k=1}^{K} (\gamma_k)(\text{cohort}_k) + \epsilon, \tag{1}
\]

which we refer to as the Classical APC (C-APC) model, also known as the Multiple Classification or Accounting Model. More generally, we can represent the temporal effects in matrix notation as

\[
y = Xb + \epsilon \tag{2}
\]

where \( y \) is an \( n \times 1 \) outcome vector which, without loss of generality, we assume to be continuous; \( X \) is a design matrix of dimension \( n \times p \); \( b \) is a \( p \times 1 \) parameter vector with elements corresponding to the age, period, and cohort groups; and \( \epsilon \) is an \( n \times 1 \) vector of random errors.\(^{12}\)

If there were no linear dependence in \( X \), then we could obtain a unique least-squares solution

\[
b_{\text{OLS}} = (X^TX)^{-1}X^Ty, \tag{3}
\]

where the superscripted \(-1\) indicates the regular inverse. However, due to linear dependence, \( X \) is rank deficient one and a regular inverse of \( X^TX \) does not exist.\(^{13}\) Thus, we cannot estimate \( b_{\text{OLS}} \) and any particular least-squares solution requires an additional constraint.

---

\(^{10}\) For simplicity we also assume that the age and period categories are of equal width.

\(^{11}\) Note that \( I \) is added to \( j - i \) so that the cohort index begins at \( k = 1 \). This ensures that, for example, \( i = j = k = 1 \) refers to the first group for all three temporal scales. One could just as easily index the cohorts using \( k = j - i \), but this identity would be lost.

\(^{12}\) Without loss of generality, in the discussion that follows we assume that there are no disturbances, such that \( \epsilon = 0 \).

\(^{13}\) There are other possible design matrices that are deficient by more than rank one. These would be matrices that do not provide a full set of terms for the linear and nonlinear effects of age, period, and cohort. For our purposes here such matrices are not a concern.
The lack of a unique least-square solution reflects the fact it is only the nonlinear components of an APC model are individually identifiable, not the linear components. For any design matrix there is an invertible \( p \times p \) transformation matrix \( T \) that allows us to separate the linear from the nonlinear components (cf. Luo et al. 2016: 947-952). Using the transformation matrix \( T \), we can convert any design matrix \( X \) as well as its corresponding parameter vector \( b \) into their linear and nonlinear components (2016: 947):

\[
Xb = (XT^{-1})(Tb) = X_\omega b_\omega
\]  

(4)

where \( X_\omega \) is a design matrix of sum-to-zero orthogonal polynomial contrasts and \( b_\omega \) is a vector of the new, transformed estimates expressed in terms of the linear and nonlinear components. Specifically, the first column of \( X_\omega \) is a set of 1’s for the intercept and the remaining columns span the linear and nonlinear components for age, period, and cohort, respectively. The corresponding vector of parameters expressed in terms of sum-to-zero orthogonal polynomials is

\[
b_\omega = (\mu, \alpha, \pi, \gamma, \alpha^{i+1}, \ldots, \alpha^{j-1}, \pi^{j+1}, \ldots, \pi^{j-1}, \gamma^{k+1}, \ldots, \gamma^{K-1})^T,
\]  

(5)

where \( \mu \) is the intercept; \( \alpha \), \( \pi \), and \( \gamma \) denote the linear trends; and the nonlinear parameters are denoted with the appropriate superscripts. In short, to express the original estimates \( b \) as sum-to-zero orthogonal polynomial effects we use \( Tb = b_\omega \). To change the transformed estimates \( b_\omega \) back into their original coding scheme, we can simply multiply by the regular inverse such that \( T^{-1}b_\omega = b \). Consequently, regardless of the initial coding scheme used, we can always separate the APC effects into their linear and nonlinear components.

Once we have transformed the initial set of APC estimates as well as its design matrix, we can prove that only the nonlinearities and particular combinations of the linear components are identifiable. Let \( b_\omega^\dagger \) denote the basis set of identifiable functions for the C-APC model. Then using the transformation matrix we know that

---

14Yang and colleagues (2008) state that the "conventional wisdom is that only the nonlinear, but not the linear, components of APC models can be estimable... however, there have been only numeric demonstrations, but no rigorous proofs, to support the idea that no estimable function exists (1703)." Although the linear trends are not individually identifiable, there are "estimable functions" in the sense that particular linear combinations of the linear trends are identifiable.

15As we show in the appendix, an alternative approach is to construct a design matrix of sum-to-zero effect coding that is orthogonal to the linear components for age, period, and cohort. Findings with such a design matrix will be substantively the same as those with orthogonal polynomial contrasts.

16For instance, \( \alpha^2 \) gives the quadratic age effect, \( \alpha^3 \) gives the age cubic effect, and so forth. These are not to be confused with, say, taking the age linear effect and squaring or cubing it.

17We provide a proof in the appendix.
That is, while the intercept and the nonlinear components are identifiable, we can only identify particular linear combinations of the linear trends: \( \alpha + \pi \) and \( \gamma + \pi \). Note further that we also can identify \( \gamma - \alpha \) since \((\gamma + \pi) - (\alpha + \pi) = \gamma - \alpha \) and \( \alpha - \gamma \) since \((\alpha + \pi) - (\gamma + \pi) = \alpha - \gamma \). More generally, any function of the form \( \alpha(\omega_1) + \pi(\omega_1 + \omega_2) + \gamma(\omega_2) \) for arbitrary values of \( \omega_1 \) and \( \omega_2 \) is identifiable (cf. Holford 1983: 314). In short, for any constrained C-APC model, including the IE, the nonlinearities and some linear combinations of the linear effects are identifiable, but not the individual linear trends \( \alpha \), \( \pi \), and \( \gamma \). In other words, as Fienberg (2013) has emphasized, the "APC problem is a linear effects problem (1982)." In the appendix, we provide a proof that it is only the linear effects that are not identified. A proof can also be found in Holford (1983).

1.3 The Solution Line

Due to the non-identifiability of the linear trends, the design matrix \( X \) for the C-APC exhibits linear dependence (that is, \( X \) is rank deficient one). In practice this means that at least one of the columns of \( X \) can be rewritten as a linear combination of the other columns. Formally, there is a non-trivial linear combination of the columns of \( X \) that results in a vector of zeros:

\[
Xv = 0 \tag{7}
\]

where \( v \) is a \( p \times 1 \) vector and \( 0 \) is a \( p \times 1 \) vector of zeros. The vector \( v \), referred to as the null vector, represents the null space of \( X \) and is unique up to multiplication by an arbitrary scalar \( s \). Accordingly, Equation 7 generalizes to \( Xsv = 0 \). The elements of the null vector differs depending on the design matrix, since each design matrix has a different representation of the linear dependency among the age, period, and cohort variables. However, the null vector of \( X_O \), the design matrix of the OE, has the simple representation

\[
v_O = (0, 1, -1, 1, 0 \ldots 0) \tag{8}
\]

where the first zero corresponds to the intercept; the elements one, negative, and one correspond to the age, period, and cohort linear components; and the remaining zeros correspond to the \((I - 2) + (J - 2) + (K - 2)\) nonlinear components. That is, the null vector \( v_O \) encodes the basic linear relationship that a person’s age minus their year of measurement plus their birth year equals zero. This is the fundamental linear identity of any C-APC model.

Geometrically, the data do not provide a point estimate but rather a one-dimensional line, or a
solution line, in a multidimensional parameter space (Holford 1991; O’Brien 2011; O’Brien 2015: 59-91). Using the transformation matrix outlined in the previous section, we can make an important simplification: for any C-APC model, the solution line runs through just three dimensions defined by the range of the slopes for age, period, and cohort. The reason for this is that the nonlinearities are identified and as such their parameter estimates each equal a single point on their respective axis. For example, Figure 1 visualizes the solution line for an APC model with simulated data in which $\alpha = 1$, $\pi = -4$, and $\gamma = 6$. All possible estimates for the linear effects lie on this line in three-dimensional space.

To derive the solution line, we let $b^*$ denote any specific constrained least-squares solution to the least-squares normal equations. For any particular constraint, we can construct a generalized inverse of $X^TX$ to find a corresponding solution (Mazumdar, Li, and Bryce 1980; O’Brien 2015: 27-28):

$$b^* = (X^TX)^+X^Ty$$

(9)

where the superscript $\ast$ denotes the appropriate generalized inverse. The vector $b^*$ is a least-squares solution to the normal equations, such that $X^Tb^* = X^Ty$. We can then write:

$$b = b^* + sv.$$ 

(10)

In other words, the true data generating parameter vector $b$ equals the constrained estimates $b^*$ plus the product of an unknown scalar $s$ and the null vector $v$. The solution line is then simply traced out by varying the values of $s$.

Two simplifications are possible that allow us to express the solution line in just three dimensions. Since $Tb = b_o$, we can re-write Equation 10 as:

$$b_o = b_o^* + sTv,$$

(11)

where $b_o^*$ is a constrained set of estimates separated into nonlinear and linear components. Second, because $sTv = sv_o$, we can write:

$$b_o = b_o^* + sv_o$$

(12)

or, equivalently,

$$\alpha^* = \alpha + s$$

$$\pi^* = \pi - s$$

$$\gamma^* = \gamma + s$$

(13)

where $\alpha$, $\pi$, and $\gamma$ denote the true, unknown data generating slopes; $s$ is an unknown scalar; and the

---

18Because $Xsv = X^TXsv = 0$, we know that $X^Ty = X^TXb^* + X^TXsv$. Rearranging we can thus write $X^Ty = X^TX(b^* + sv)$. Since $X^TXb = X^TX(b^* + sv)$, it follows that $b = b^* + sv$. 

---

asterisks denote any particular constrained set of estimates on the solution line. Since \( s \) can take on any real number, Equation 13 defines a three-dimensional solution line for the design matrix \( X_o \) and outcome vector \( y \). Importantly, because only the linear components are unidentified, the solution line for any constrained C-APC model runs through just three dimensions defined by the set of possible values of the linear slopes for age, period, and cohort.

Figure 1: The Solution Line of an APC Model

Notes: Based on data generated with values of \( \alpha = 1 \), \( \pi = -4 \), and \( \gamma = 6 \).

The fact that the linear effects are confounded with each other places strict limits on what can be known from the data using fit statistics and graphical techniques (Yang and Land 2013c: 125-153). Before using the IE, Land and colleagues contend that one should use fit statistics and graphical tools to determine whether or not all three time scales are operating. The IE, in their view, should only be used when such analyses "suggest that all three dimensions are operative" (Yang and Land 2013a: 1969). Otherwise, they argue, one should use just one or two of the temporal variables, since then "there is no identification problem (Yang and Land 2013a: 1969)."

Unfortunately, it is impossible to determine from the data alone whether or not all three temporal linear trends are operating. This can seriously misled researchers. For example, suppose the age and cohort variables have large nonlinearities, the period effects have no nonlinearities, and all three variables have large linear effects. Since the linear trends for age and cohort are confounded with the linear trend for period, and the period variable has no nonlinearities, fit statistics and visual techniques will suggest that only the age and cohort variables are operating. Fitting a two-
factor APC model with only age and cohort effects will impose the identification assumption that
the period slope is zero, even though the true period linear effect is large. This ZLT constraint for
the period variable is external to the data, imposed by the researcher. Depending on the substantive
application, it may or may not be reasonable to assume that, because the nonlinear effects of period
are observed to be zero, its linear effect is also zero. However, to reiterate, this is an assumption
that can only be justified by appealing to theory or the inclusion of additional data.

2 Defining and Interpreting the IE

There are multiple ways to derive the IE. It is closely related to principal components regression
(Kupper, Janis, Salama, et al. 1983) as well as ridge regression (Fu 2000). For the present purposes
it is useful to think of the IE as being defined by a design matrix based on zero-sum effect (or
development) coding, \( X \), and the use of the Moore-Penrose generalized inverse (Land et al. 2016).
Since any APC matrix \( X \) is deficient rank one, it does not have a regular inverse. The Moore-
Penrose generalized inverse of \( X^T X \) is used instead, giving, parallel to traditional OLS, the formula:

\[
b_{IE} = (X^T X)^+ X^T y
\]

where the superscript (\(^+\)) denotes the Moore-Penrose generalized inverse.

As with any constrained least-squares estimate for a particular design matrix \( X \) and outcome
\( y \), we can use the IE to construct a multidimensional solution line:

\[
b = b_{IE} + sv
\]

where, as previously, \( s \) is a scalar that can take on any real number.

The IE solution is unique, but in a very specific sense. For any particular \( X \) and \( y \) there is
only one set of least-squares estimates with a minimum (Euclidean) length or, equivalently, mini-
mum \( L^2 \) norm. In other words, the IE is an estimator that produces a minimum norm least-squares
(MNLS) solution, where the norm is Euclidean. However, there are many different MNLS solu-
tions, because we can construct the design matrix using any number of different coding schemes.
To reiterate, among these coding schemes the IE, as defined by Land et al. (2016), is based only
on sum-to-zero effect coding of a design matrix of categorical age, period, and cohort variables.

There are many ways to derive the Moore-Penrose generalized inverse estimates in Equation
14. An especially intuitive approach is to find the Moore-Penrose generalized inverse of \( X^T X \)
using a decomposition technique. We can write the following:

\[
X^T X = V \Lambda V^T
\]

where \( V \Lambda V^T \) is the spectral (or eigenvalue) decomposition of \( X^T X \). Note that \( \Lambda \) is a \( p \times p \) diag-

onal matrix of the eigenvalues of \( X^T X \) in descending order \( \lambda_1, \lambda_2, \ldots, \lambda_{r-1} \), with the rank of the
matrix \( r = p - 1 \). It is straightforward to find the generalized inverse of \( X^T X \). First, we find the transpose of \( \Lambda \) and take the reciprocal of the nonzero eigenvalues along the diagonal, keeping the zero eigenvalues. This will give the generalized inverse of \( \Lambda \), denoted as \( \Lambda^+ \). Second, we calculate \( V \Lambda^+ U^T = (X^T X)^+ \). Finally, we use \((X^T X)^+\) to find the Moore-Penrose generalized inverse estimates: \( b^+ = (X^T X)^+ X^T y \).  

With categorical variables, alternative coding schemes are possible that avoid the overparameterization in the C-APC due to the inclusion of the intercept (Yang, Fu, and Land 2004: 79-80). For example, one could fix to zero the first set of levels (e.g., \( \alpha_i = 1 = \pi_j = 1 = \gamma_k = 1 = 0 \)) or the last set (e.g., \( \alpha_i = 1 = \pi_j = J = \gamma_k = K = 0 \)). However, as emphasized by Land and colleagues, the IE requires that the age, period, and cohort groups are coded so that the parameters represent effects (or deviations) from the overall mean with the constraint that these effects add up to zero (Yang and Land 2013c: 79; Land et al. 2016: 964). Formally, we collect the IE parameters in the \( p \times 1 \) vector:

\[
    b = \left( \mu, \alpha_1, \ldots, \alpha_{I-1}, \pi_1, \ldots, \pi_{J-1}, \gamma_1, \ldots, \gamma_{K-1} \right)^T
\]

where \( \mu \) is the intercept, representing the overall (or grand) mean, and the superscripted \( T \) denotes the transpose. The design matrix constrains the age, period, and cohort parameters to sum to zero, such that \( \sum_{i=1}^I \alpha_i = \sum_{j=1}^J \pi_j = \sum_{k=1}^K \gamma_k = 0 \).

In an identified model with a full rank design matrix, the choice of coding scheme is relatively trivial since the underlying values of the parameters remain unchanged. However, when using the Moore-Penrose generalized inverse on a rank deficient design matrix, the coding scheme is of utmost importance. As demonstrated by Luo and colleagues (2016), different coding schemes will result in estimators based on different constraints, or what Land and colleagues (2016) call "pseudo-IE" estimators (971), and these alternative estimators can lead to radically different estimates of the linear effects of age, period, and cohort. To reiterate, as defined by Land and colleagues, the IE is based only on a design matrix of sum-to-zero effect (or deviation) coding (Land et al. 2016: 964). Since the nonlinear effects are identified, the IE and these alternative estimators will produce identical parameter estimates for the nonlinear effects, but often quite different estimates of the linear effects.

2.1 Linear Dependency and the IE

It has been shown that with sum-to-zero effect coding, the elements of the null vector have the closed-form representation (Kupper, Janis, Karmous, et al. 1985: 829)

\[
    b = \left( \mu, \alpha_1, \ldots, \alpha_{I-1}, \pi_1, \ldots, \pi_{J-1}, \gamma_1, \ldots, \gamma_{K-1} \right)^T
\]

where \( \mu \) is the intercept, representing the overall (or grand) mean, and the superscripted \( T \) denotes the transpose. The design matrix constrains the age, period, and cohort parameters to sum to zero, such that \( \sum_{i=1}^I \alpha_i = \sum_{j=1}^J \pi_j = \sum_{k=1}^K \gamma_k = 0 \).

In the APC literature, this constraint is variously referred to as "parameter centralization" (Fu 2016: 182), "ANOVA normalization" (Smith 2004: 115), or the "usual" constraints (Yang and Land 2013c: 79).
\( \mathbf{v} = (0, \mathbf{v}_A, -\mathbf{v}_P, \mathbf{v}_C)^T \)  

where

\[
\mathbf{v}_A = \left( i - \frac{I + 1}{2}, \ldots, I - \frac{I + 1}{2} \right) 
\]

\[
\mathbf{v}_P = \left( j - \frac{J + 1}{2}, \ldots, J - \frac{J + 1}{2} \right) 
\]

\[
\mathbf{v}_C = \left( k - \frac{K + 1}{2}, \ldots, K - \frac{K + 1}{2} \right). 
\]

Often the null vector is normalized when referring to the IE (e.g., Yang and Land 2013c: 77-78):

\[
\hat{\mathbf{v}} = \frac{\mathbf{v}}{\|\mathbf{v}\|_2} = \frac{\mathbf{v}}{(\mathbf{v}^T \mathbf{v})^{1/2}} 
\]

where the caret (\(^\wedge\)) indicates normalization and the double bars (\(\|\|_2\)) denote the Euclidean norm (or length) of the vector. The normalized null vector still encodes the linear dependency in the design matrix, but unlike \(\mathbf{v}\), it has the additional property that its Euclidean length is one, such that \(\hat{\mathbf{v}}^T \hat{\mathbf{v}} = 1\). Since \(\hat{\mathbf{v}}\) and \(\mathbf{v}\) differ only by multiplication by a scalar, for ease of exposition in this appendix we will refer to \(\mathbf{v}\) unless necessary for computational purposes.

The linear dependence in \(\mathbf{X}\) is a direct result of the fact that the age, period, and cohort linear components are perfectly linearly related. To illustrate this fact, it is informative to simplify the null vector in Equation 18 as

\[
\mathbf{A} \mathbf{v}_A - \mathbf{P} \mathbf{v}_P + \mathbf{C} \mathbf{v}_C = 0 
\]

where \(\mathbf{A}\), \(\mathbf{P}\), and \(\mathbf{C}\) are the columns for age, period, and cohort, respectively. The terms \(\mathbf{A} \mathbf{v}_A\), \(\mathbf{P} \mathbf{v}_P\), and \(\mathbf{C} \mathbf{v}_C\) are identical to the linear contrasts for age, period, and cohort in a design matrix of orthogonal polynomial contrasts. Thus, the linear dependence in \(\mathbf{X}\) is simply a re-expression of the fundamental linear identity age − period + cohort = 0.

The fundamental point is that the APC identification problem reveals itself algebraically in the fact that at least one variable in an APC dataset can be written as a linear combination of the other variables.\(^{21}\) Recall that a linear combination is any mathematical expression that entails adding a set of terms each multiplied by a constant, where the constant can include one. For example, the well-known relationship between temperature in degrees Fahrenheit (\(F\)) and Celsius (\(C\)) is a linear combination: \(F = C \times \frac{9}{5} + 32\). When we convert from degrees Celsius to Fahrenheit, we are not changing the temperature; rather, we are simply recentering (by adding 32) and rescaling (by multiplying by \(\frac{9}{5}\)) the distribution of the temperature in degrees Celsius. Crucially, once we know

\(^{21}\)An equivalent geometric interpretation is that any given solution for a particular APC dataset lies on a multidimensional solution line.
the temperature in degrees Celsius, we know the temperature in Fahrenheit since it is a simple linear combination. In a similar way, regardless of the coding scheme for a set of APC data, we can express at least one variable as a linear relationship of the other variables.

## 2.2 The IE’s Mathematical Constraint

The mathematical constraint imposed by the IE will not, generally speaking, recover the underlying data generating parameters. The reason for this is that the estimates produced by the IE and the true data generating parameters will equal each other only if the true data generating parameters happen to conform to the IE’s specific mathematical constraint. We know of no reason why this should ever be the case in any particular substantive application. Specifically, the IE will yield the underlying data generating parameters \( \mathbf{b} \) if \( s = 0 \) in Equation 15 (see Yang and Land 2013c: 82; Land et al. 2016: 966):

\[
\mathbf{b}_{IE} = \mathbf{b}, \quad \text{when } s = 0.
\]

\[
\mathbf{b}_{IE} \neq \mathbf{b}, \quad \text{when } s \neq 0.
\]

Rearranging Equation 15 and taking the expectation, we know that \( \mathbb{E}(\mathbf{b}_{IE}) = \mathbf{b} - s \mathbf{v} \). Thus, the expected value of the IE estimate will not equal the true data generating parameter unless \( s = 0 \). Constraining \( s = 0 \) is equivalent to assuming that \( \mathbf{bv}^T = 0 \), since if \( s = 0 \) in Equation 52 then becomes \( \mathbf{b}_{IE} = \mathbf{b} \) (see Luo 2013: 1951-1953). Hence, \( \mathbf{b}_{IE} \mathbf{v}^T = \mathbf{b} \mathbf{v}^T = 0 \). We call this the linear dependency constraint. Similar to representation of the linear dependency in Equation 23, we can write the IE linear dependency constraint as

\[
(b_{AIE})_T \mathbf{v}_A^T - (b_{PIE})_T \mathbf{v}_P^T + (b_{CIE})_T \mathbf{v}_C^T = (b_A)_T \mathbf{v}_A^T - (b_P)_T \mathbf{v}_P^T + (b_C)_T \mathbf{v}_C^T = 0
\]

(25)

where \( b_{AIE}, b_{PIE}, \text{ and } b_{CIE} \) are the estimated IE coefficients for age, period, and cohort; \( b_A, b_P, \text{ and } b_C \) are the corresponding true data generating parameters; and \( \mathbf{v}_P, \mathbf{v}_P, \text{ and } \mathbf{v}_C \) are the respective null vector elements (see Equations 19-21). Again, we know of no reason why the linear dependency constraint in Equation 25 should ever hold in any particular substantive application in the social or biomedical sciences.

## 2.3 Example: The IE’s Mathematical Constraint

To illustrate the fundamental properties of the IE, including its underlying mathematical constraint, we simulated the APC dataset with \( I = 3 \) age groups, \( J = 3 \) period groups, and \( I + J - 1 = K = 5 \) cohort groups. The design matrix for this simulated dataset is shown in Table 1. For the dataset in Table 1, the underlying data generating process is based on an age slope of \( \alpha = 3 \), period slope of \( \pi = 1 \), and cohort slope of \( \gamma = 2 \). We also include nonlinearities in the data generating process, reflecting the fact that over-time trends consist of both linear and nonlinear components. The
true data generating process in terms of sum-to-zero effects is displayed in the second column of Table 2. To aid in explaining the IE, without loss of generality we simulated a small dataset without random error.

Table 1: APC Data with Sum-to-Zero Effect Coding

<table>
<thead>
<tr>
<th>Person</th>
<th>age&lt;sub&gt;1&lt;/sub&gt;</th>
<th>age&lt;sub&gt;2&lt;/sub&gt;</th>
<th>period&lt;sub&gt;1&lt;/sub&gt;</th>
<th>period&lt;sub&gt;2&lt;/sub&gt;</th>
<th>cohort&lt;sub&gt;1&lt;/sub&gt;</th>
<th>cohort&lt;sub&gt;2&lt;/sub&gt;</th>
<th>cohort&lt;sub&gt;3&lt;/sub&gt;</th>
<th>cohort&lt;sub&gt;4&lt;/sub&gt;</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1.625</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.500</td>
</tr>
<tr>
<td>3</td>
<td>−1</td>
<td>−1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2.375</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3.125</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5.250</td>
</tr>
<tr>
<td>6</td>
<td>−1</td>
<td>−1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5.625</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>−1</td>
<td>6.625</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>−1</td>
<td>−1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9.000</td>
</tr>
<tr>
<td>9</td>
<td>−1</td>
<td>−1</td>
<td>0</td>
<td>−1</td>
<td>−1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9.625</td>
</tr>
</tbody>
</table>

Notes: The data generating process for this dataset is

\[ Y = 5.000 + 3.000(age_L) + 0.500(age^2) + 1.000(period_L) - 0.750(period^2) + 2.000(cohort_L) + 1.000(cohort^2) + 0.500(cohort^3) - 0.250(cohort^4), \]

where the \( L \) subscripts denote linear contrasts and the superscripts denote higher-order orthogonal polynomial contrasts. Total sample size is \( n = 9 \).

Using the simulated dataset in Table 1, the zero-sum effects model we would like to run is

\[
y = Xb = \mu + \alpha_1(age_1) + \alpha_2(age_2) + \pi_1(period_1) + \pi_2(period_2) + \gamma_1(cohort_1) + \gamma_2(cohort_2) + \gamma_3(cohort_3) + \gamma_4(cohort_4)
\]  

(26)

where the partial slopes give deviations from the overall mean. Unfortunately, however, we cannot use OLS to estimate Equation 26 because of the linear dependence in our dataset.

The linear dependence is not immediately obvious from observing Table 6, but it is nonetheless present in the data. With effect coding we can write the linear dependence as

\[
Xv = Av_A - Pv_P + Cv_C
\]

(27)

\[
= \left[(age_1)(-1) + (age_2)(0)\right] - \left[(period_1)(-1) + (period_2)(0)\right] + \left[(cohort_1)(-2) + (cohort_2)(-1) + (cohort_3)(0) + (cohort_4)(1)\right]
\]

\[ = 0 \]

s where as before \( 0 \) is a vector of zeros. Since a variable times zero is zero, after multiplying terms we can simplify the linear dependency in Equation 27 as:

\[
(age_1)(-1) + (period_1)(1) + [(cohort_1)(-2) + (cohort_2)(-1) + (cohort_4)(1)] = 0.
\]  

(28)
If we remove any of the variables in Equation 28 from our dataset, then we can estimate the APC model since this is equivalent to assuming that the corresponding parameter is zero in the population. This reflects the fact that the parameters corresponding to zero elements in the null vector are identified.

In Table 2 we show how the IE estimates differ from the parameters of the true, unknown data generating process. To distinguish between statistical bias discussed elsewhere in this paper, we define bias* as the difference between the IE estimates and the true data generating parameters. If bias* = 0 this would mean that the IE has estimated the true underlying data generating parameters. Large values of bias* indicate that the IE has done a poor job of estimating the data generating parameters. Our belief is that in most circumstance bias* is what APC researchers are most interested in, not statistical bias as discussed elsewhere in this paper. In other words, researchers want to know how close their estimates are to the true underlying data generating parameters, not whether their estimator would on average across an infinite number of samples give the same values if it were applied to the whole population of data. The value of bias* is large for those parameters corresponding to non-zero null vector elements. However, because their null vector elements are zero, the intercept as well as the middle groups for age, period, and cohort are all estimated with zero bias*.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True DGP (b)</th>
<th>IE Estimates (bIE)</th>
<th>Bias* (bIE − b)</th>
<th>Null Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>µ</td>
<td>5.000</td>
<td>5.000</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>α₁</td>
<td>−3.250</td>
<td>−1.297</td>
<td>−4.547</td>
<td>−1</td>
</tr>
<tr>
<td>α₂</td>
<td>0.500</td>
<td>0.500</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>π₁</td>
<td>−0.625</td>
<td>−2.578</td>
<td>−1.953</td>
<td>1</td>
</tr>
<tr>
<td>π₂</td>
<td>−0.750</td>
<td>−0.750</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>γ₁</td>
<td>−4.600</td>
<td>−0.844</td>
<td>3.756</td>
<td>−2</td>
</tr>
<tr>
<td>γ₂</td>
<td>−1.300</td>
<td>0.578</td>
<td>1.878</td>
<td>−1</td>
</tr>
<tr>
<td>γ₃</td>
<td>0.000</td>
<td>0.500</td>
<td>0.000</td>
<td>0</td>
</tr>
<tr>
<td>γ₄</td>
<td>2.300</td>
<td>0.172</td>
<td>−2.128</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes: DGP is shorthand for "data generating process." The DGP for the simulated dataset is $Y = 5.000 + 3.000(\text{age}_L) + 0.500(\text{age}^2) + 1(\text{period}_L) - 0.750(\text{period}^2) + 2.000(\text{cohort}_L) + 1.000(\text{cohort}^2) + 0.500(\text{cohort}^3) - 0.250(\text{cohort}^4)$, where the $L$ subscripts denote linear contrasts and the superscripts denote higher-order orthogonal polynomial contrasts. Total sample size is $n = 9$.

As discussed previously, the IE produces estimates that conform to the linear dependency constraint. For example, taking the IE estimates from the third column of Table 2 and multiplying by
the null vector we obtain the following relationship among the estimates:

\[ \mathbf{b}_{IE} \mathbf{v}^T = (\mathbf{b}_{A}^{IE}) \mathbf{v}_{A}^{T} - (\mathbf{b}_{P}^{IE}) \mathbf{v}_{P}^{T} + (\mathbf{b}_{C}^{IE}) \mathbf{v}_{C}^{T} \]

\[ = (\hat{\alpha}_1)(-1) + (\hat{\pi}_1)(1) + \left[ (\hat{\gamma}_1)(-2) + (\hat{\gamma}_2)(-1) + (\hat{\gamma}_4)(1) \right] \]

\[ = (-1.297)(-1) + (-2.578)(1) + \left[ (-0.844)(-2) + (0.578)(-1) + (0.172)(1) \right] \]

\[ = 0 \]  \hspace{1cm} (29)

where \( \mathbf{b}_{A}^{IE}, \mathbf{b}_{P}^{IE}, \) and \( \mathbf{b}_{C}^{IE} \) are the estimated IE coefficients for age, period, and cohort; \( \mathbf{v}_{P}, \mathbf{v}_{P}, \) and \( \mathbf{v}_{C} \) are the respective null vector elements; and the caret ( \( \hat{\ } \) ) denotes the IE estimates of the individual parameters.

The IE’s particular mathematical constraint assumes that the true, unknown age, period, and cohort parameters are also linearly dependent among each other such that:

\[ \mathbf{b} \mathbf{v}^T = (\mathbf{b}_{A}) \mathbf{v}_{A}^{T} - (\mathbf{b}_{P}) \mathbf{v}_{P}^{T} + (\mathbf{b}_{C}) \mathbf{v}_{C}^{T} \]

\[ = \alpha_1(-1) + \pi_1(1) + \left[ \gamma_1(-2) + \gamma_2(-1) + \gamma_4(1) \right] \]

\[ = 0, \]  \hspace{1cm} (30)

where \( \mathbf{b}_{A}, \mathbf{b}_{P}, \) and \( \mathbf{b}_{C} \) are the true data generating parameters for the age, period, and cohort columns in the design matrix of zero-sum effects. The IE would only estimate the underlying data generating parameters if those parameters happen to satisfy Equation 30. To reiterate, there is no reason that this should ever be the case. For example, the data generating parameters in our example do not satisfy this constraint, differing substantially from the IE estimates. This can be seen by the large levels of bias* of the IE estimates in Table 2.22 Researchers who use the IE in the hopes of uncovering the true data generating parameters are unlikely to attain their goal. If using the IE, one should state explicitly why it is believed that the model parameters in the population have the same relationship among each other as their corresponding columns in the design matrix. In general, we suspect that this will be difficult if not impossible to justify.

### 3 Strengths of the IE

As noted above and pointed out by Fu and his associates in multiple publications (Fu 2016; Fu, Land, and Yang 2011; Fu 2000; Yang, Fu, and Land 2004; Fu and Hall 2006; Yang, Schulhofer-Wohl, et al. 2008), the IE has several desirable statistical properties.23 First, it is an estimable function, meaning that it produces a unique set of estimates for the effects of age, period and cohort (Yang, Schulhofer-Wohl, et al. 2008: 1708-1710; Fu, Land, and Yang 2011: 456-458; Yang

---

22The parameters with corresponding zero null vector elements are identifiable, so only those estimates with non-zero null vector elements exhibit bias* in Table 2.

23Like any constrained least-squares estimator of the C-APC model, the IE also correctly estimates the intercept, which gives the overall mean in the data, and the nonlinearities, which provide crucial information on temporal shifts or turning points in the outcome.
and Land 2013c: 84-85). Second, it is unbiased, meaning that the average of IE estimates over an infinite number of simple random samples will be equal to the IE values when it is applied to the full population data (Yang, Fu, and Land 2004: 101-102; 107; Yang, Schulhofer-Wohl, et al. 2008: 1709; Yang and Land 2013c: 86; 115-116). Finally, it has minimum variance among all possible estimators based on the specific zero-sum effect-coded design matrix being used (Yang, Fu, and Land 2004: 102-103; 108; Yang, Schulhofer-Wohl, et al. 2008: 1709; Yang and Land 2013c: 86; 116-117).

To say that a function is estimable means that when applied to data, it produces a unique set of estimates. Intuitively, it means that it is possible for the data to tell us what the function is equal to. Thus, if we have variables that are linearly dependent, then the standard OLS function is not estimable, because it is based on a regular inverse which is not well-defined (i.e., it does not exist) because of the linear dependence. The IE is estimable because the Moore-Penrose generalized inverse is well-defined (i.e., it exists) even when our variables are linearly dependent. In particular, it imposes a specific mathematical constraint on the estimates that will only be satisfied by a single point. How is this possible?

The IE estimate will equal that point on the solution line that is nearest the origin. That is, the IE is that particular set of estimates produced by the IE under the Euclidean distance metric (or, equivalently, those estimates corresponding to the minimum $L_2$ norm). The IE estimates are unique and estimable in the very specific sense that for a particular design matrix and outcome there is a set of points that are closest in Euclidean distance to the origin on the solution line. This implies that the IE is that set of estimates that minimizes the sum of the squared parameter estimates, or $(b + sv)^T(b + sv)$. This is the mathematical constraint that the IE imposes in order to achieve a set of estimates.

The second claim about the IE is that it produces estimates that are unbiased. A function is unbiased if when it is calculated for an infinite number of random samples, its average is equal to its value when it is calculated for on the population as a whole. In the context of the IE this means that if we had an infinite number of samples and applied the IE in each, the average of the estimates from the IE across these samples would be equal to the estimates produced by the IE using the whole population. In other words, the average estimates from the IE across an infinite number of samples will give the same point on the solution line as being the closest point to the origin as applying the IE to the data from the entire population.

Where researchers seem to become confused is that in saying a function is unbiased is equivalent to saying that it is an unbiased function for some specific property of the population. To clarify this point consider the following simple example. The function five times the mean of a variable is an unbiased estimator. If we were to calculate it over an infinite number of samples and take its average it will equal to five times the mean in the population. Formally, this is because five times the mean is a linear function. Obviously, five times the mean is not an unbiased estimator for the mean in the population itself. The fact that IE is an unbiased estimator (meaning its average across an infinite number of samples is equal to its value calculated in the population) does not mean that...
the IE provides an unbiased estimate of the parameters of the underlying model that generated the data.

The third property of the IE is that its estimates have minimum variance among the estimators based on the design matrix it uses. The minimum variance property is a consequence of being that point on the solution line that is closest to the origin. All the points on the solution line give the same predicted value for the outcome as the IE. As such, all estimates on the solution line give predicted values with the same variance. The IE, however, gives that set of estimates whose parameters have the smallest variance.

The statistical properties of the IE are not unique to it. Rather they are the result of its use of the Moore-Penrose inverse, not its definition in terms of a design matrix using zero-sum effect coding. There are numerous design matrices one might use, with reference group coding being a common alternative to zero-sum effect coding. Use of alternative design matrices with the Moore-Penrose inverse will also produce estimates, like the IE, that are estimable, unbiased, and minimum variance relative to other estimators based on that design matrix (Fu 2016). Thus the statistical properties of the IE are not unique to it. As shown by Luo et al. (2016) different design matrices can result in quite different estimates of the parameter effects. To be precise, since the nonlinear effects are identified, different design matrices will potentially produce different estimates of the linear trends, even trends that differ in sign from those of the IE. The appendix to Luo (2016) in fact shows that there is always some estimator that will produce any point on the solution line. In other words, one can choose that set of preferred parameter values that falls on the solution line and an estimator can be found that will produce those values.

4 Weaknesses of the IE

However, there are three main weaknesses with the IE. First, because the IE constraint is based on zero-sum effect coding, the constraint obscures the fact that it is only the linear components that are constrained. In this particular sense the IE’s constraint is "hidden." Second, the IE is sensitive to the number of age, period, and cohort groups in the data (see Land et al. 2016: 963). With a different coding scheme the linear dependency in the data changes, reflecting a different number of groups. This can radically alter the estimated temporal effects with the IE. Finally, the estimates of the linear trends produced by IE are sensitive to the size and sign of the nonlinearities in the data.

4.1 The General Form of the IE Constraint

So far we have discussed the IE’s mathematical constraint in terms of the zero-sum effect coding. However, this conceals the underlying nature of the constraint, since the estimate for each group is a
combination of constrained linear components and identified nonlinearities. To clarify the nature of the IE constraint, it is useful to decompose each zero-sum effect into its linear and nonlinear components using orthogonal polynomials (see Mason and Fienberg 1985: 233-237).

Table 3: Decomposition of Sum-to-Zero Effects

<table>
<thead>
<tr>
<th>Sum-to-Zero Effect</th>
<th>Linear Component</th>
<th>Nonlinear Component</th>
<th>Null Vector Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>$-\alpha$</td>
<td>$\alpha^2$</td>
<td>-1</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>$0\alpha$</td>
<td>$-2\alpha^2$</td>
<td>0</td>
</tr>
<tr>
<td>$\pi_1$</td>
<td>$-\pi$</td>
<td>$\pi^2$</td>
<td>1</td>
</tr>
<tr>
<td>$\pi_2$</td>
<td>$0\pi$</td>
<td>$-2\pi^2$</td>
<td>0</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>$-2\gamma$</td>
<td>$\gamma^2 + (-1)\gamma^3 + (1)\gamma^4$</td>
<td>-2</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>$-\gamma$</td>
<td>$\gamma^2 + (2)\gamma^3 + (-4)\gamma^4$</td>
<td>-1</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>$0\gamma$</td>
<td>$\gamma^2 + (0)\gamma^3 + (6)\gamma^4$</td>
<td>0</td>
</tr>
<tr>
<td>$\gamma_4$</td>
<td>$(1)\gamma$</td>
<td>$\gamma^2 + (-2)\gamma^3 + (-4)\gamma^4$</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes: Decomposition based on $I = 3$ age, $J = 3$ period, and $K = I + J - 1 = 5$ cohort groups. The IE constraint derived from this table is $\alpha - \pi + 6\gamma - \alpha^2 + \pi^2 - 4\gamma^2 - 2\gamma^3 - 2\gamma^4 = 0$.

In Table 3 we decompose the effects for the simulated dataset in Tables 1 and 2. To express the IE constraint in terms of the linear and nonlinear components, we simply replace each effect with its decomposed counterpart, multiply the decomposed effects by the null vector, and rearrange terms. After we do these manipulations, we obtain the constraint

$$\alpha - \pi + 6\gamma = \alpha^2 - \pi^2 + 4\gamma^2 + 2\gamma^3 + 2\gamma^4$$

for the dataset in Table 3. More generally, we can express the IE mathematical constraint as:

$$\omega_1\alpha - \omega_2\pi + \omega_3\gamma = \nu$$

where $\omega_1$, $\omega_2$, and $\omega_3$ are weights for the age, period, and cohort slopes; and $\nu$ is a scalar, since the nonlinearities are identified. For example, based on our simulated dataset $\omega_1 = 1$, $\omega_2 = 1$, $\omega_3 = 6$, and $\nu = \alpha^2 - \pi^2 + 4\gamma^2 + 2\gamma^3 + 2\gamma^4$.

The general form of the IE constraint in Equation 32 reveals that the IE’s estimates of the slopes vary depending on two aspects of the data: first, the number of APC groups in the dataset, which alter the weights for $\alpha$, $\pi$, and $\gamma$ as well as the value of the scalar $\nu$; second, the size and direction of the nonlinearities, which shift the value of $\nu$.25

If there are zero nonlinearities in the dataset, then

---

25Note also that the IE constraint depends on the fact that $\text{age} - \text{period} + \text{cohort} = 0$, which is why the sign of
\(\nu = 0\). Otherwise, the IE constrains the weighted sum of the slopes to equal some other arbitrary value of \(\nu\). As we show in the following sections, because the IE’s constraint differs depending on the number of APC categories as well as the extent of nonlinearities, not only is it unlikely to recover the true data generating parameters in any particular application, but its underlying constraint is complicated, non-intuitive, and highly variable.

### 4.2 Sensitivity of Linear Estimates to Number of Groups

The general IE constraint in Equation 32 tells us that, mathematically, the IE is sensitive to the number of APC groups. Table 4 shows how the IE’s estimates of the slopes changes as the number of period groups increases from \(J = 3\) to \(J = 1000\).\(^{26}\) For all simulations in Table 4 we keep the data generating process the same at \(Y = 3.000 - 2.000 (\text{age}_L) + 4.000 (\text{period}_L) + 1.000 (\text{cohort}_L)\), where the subscripts denote the linear components. For simplicity we keep the number of age groups constant at \(I = 3\) as we increase the number of period groups (and, accordingly, the number of cohorts). A different number of age groups does not alter our findings regarding the sensitivity of the IE to the number of APC groups.

We purposely constructed the data generating process so that it initially conforms to the IE’s constraint. With \(I = 3\) age groups and \(J = 3\) period groups, as well as no nonlinearities, \(\omega_1 = 1\), \(\omega_2 = 1\), \(\omega_3 = 6\), and \(\nu = 0\) in Equation 32. By design we picked values values of \(\alpha\), \(\pi\), and \(\gamma\) so that \(\alpha - \pi + 6\gamma = -2 - (4) + 6(1) = 0\). This is indicated in the first row of Table 4, which is shaded.

As we increase the number of period groups, the values of the weights change thereby altering the IE’s mathematical constraint. The IE constraints are shown in last column of Table 4. Since the data generating process contains no nonlinearities and remains the same as we increase the number of groups, the value of \(\nu\) for each constraint is zero. However, the values of the \(\omega\)’s for the period and cohort slopes increase as we increase the number of period (and cohort) groups.\(^{27}\) Although our initial dataset satisfies the IE constraint, as the number of period groups increases the IE estimates diverge dramatically from the true data generating parameters. In this particular case as we increase the number of period groups the IE’s estimates of the age slope increases, the period slope decreases, and the cohort slope increases. The reason is that, as the number of period and cohort groups increase, their values of \(\omega\) become very similar. With \(J = 1000\) period groups, the weights for the period and cohort slopes are approximately the same.

The last column of Table 4 underscores the complicated, non-intuitive, and highly variable nature of the IE constraint, as well as the extreme difficulty of interpreting it substantively. For example, with \(J = 10\) groups, the constraint in Table 4 is \(\alpha - \left(\frac{249}{4}\right)\pi + \left(\frac{451}{4}\right)\gamma = 0\), with weights of \(\omega_1 = 1\), \(\omega_2 = \left(\frac{249}{4}\right)\), and \(\omega_3 = \left(\frac{451}{4}\right)\). However, with \(J = 15\) groups the IE constraint becomes \(\alpha - 231\pi + 344\gamma\), with weights of \(\omega_1 = 1\), \(\omega_2 = 231\), and \(\omega_3 = 344\). It is exceedingly difficult, the period slope in Equation 32 differs from that for age and cohort.

---

\(^{26}\)This reflects the fact that in actual studies conducted over time, the number of age groups are constant due to the limits of human lifespan but the number of period (and cohort) groups will increase.

\(^{27}\)The weight for the age slope would similarly increase if we increased the number of age groups across the simulations.
if not impossible, to muster a reason these specific values of $\omega$ have any theoretical importance or relevance.

Table 4: Sensitivity of the IE to Number of Period (and Cohort) Groups

<table>
<thead>
<tr>
<th>$J$ Groups</th>
<th>$\alpha_{IE}$</th>
<th>$\pi_{IE}$</th>
<th>$\gamma_{IE}$</th>
<th>IE Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-2.000</td>
<td>4.000</td>
<td>1.000</td>
<td>$\alpha - \pi + 6\gamma = 0$</td>
</tr>
<tr>
<td>5</td>
<td>-1.731</td>
<td>3.731</td>
<td>1.269</td>
<td>$\alpha - 6\pi + 19\gamma = 0$</td>
</tr>
<tr>
<td>8</td>
<td>-1.368</td>
<td>3.368</td>
<td>1.632</td>
<td>$\alpha - \left(\frac{119}{4}\right)\pi + \left(\frac{249}{4}\right)\gamma = 0$</td>
</tr>
<tr>
<td>10</td>
<td>-1.214</td>
<td>3.214</td>
<td>1.786</td>
<td>$\alpha - \left(\frac{249}{4}\right)\pi + \left(\frac{451}{4}\right)\gamma = 0$</td>
</tr>
<tr>
<td>15</td>
<td>-0.990</td>
<td>2.990</td>
<td>2.010</td>
<td>$\alpha - 231\pi + 344\gamma = 0$</td>
</tr>
<tr>
<td>25</td>
<td>-0.798</td>
<td>2.798</td>
<td>2.202</td>
<td>$\alpha - 1156\pi + 1469\gamma = 0$</td>
</tr>
<tr>
<td>50</td>
<td>-0.650</td>
<td>2.650</td>
<td>2.350</td>
<td>$\alpha - \left(\frac{39.249}{4}\right)\pi + \left(\frac{44.251}{4}\right)\gamma = 0$</td>
</tr>
<tr>
<td>100</td>
<td>-0.575</td>
<td>2.575</td>
<td>2.425</td>
<td>$\alpha - \left(\frac{323.469}{4}\right)\pi + \left(\frac{343.501}{4}\right)\gamma = 0$</td>
</tr>
<tr>
<td>500</td>
<td>-0.515</td>
<td>2.515</td>
<td>2.485</td>
<td>$\alpha - (10,354,375)\pi + (10,479,375)\gamma = 0$</td>
</tr>
<tr>
<td>1000</td>
<td>-0.507</td>
<td>2.507</td>
<td>2.493</td>
<td>$\alpha - (83,083,750)\pi + (83,583,750)\gamma = 0$</td>
</tr>
</tbody>
</table>

DGP $\alpha = -2.000 \quad \pi = 4.000 \quad \gamma = 1.000$

Notes: DGP is shorthand for "data generating process." The DGP for the linear components is $Y = 3.000 - 2.000(age_L) + 4.000(period_L) + 1.000(cohort_L)$. Number of age groups is set at $I = 3$ for all simulations. Sample size for each simulation is $n = 100 \times (I \times J)$. Shaded row indicates that the IE constraint is satisfied for that particular simulated dataset. Due to rounding some IE constraints displayed here will not equal zero exactly.

4.3 Dependence of Linear Estimates on Size and Direction of Nonlinearities

The general form of the IE’s mathematical constraint also clarifies that the IE’s estimates depend on the size (e.g., large or small in absolute value) and sign (e.g., positive or negative) of the nonlinearities. For example, using the same data generating process as in the previous section, Table 5 shows how the IE’s estimates alter depending on the magnitude and direction of the age nonlinearity. For all simulations we keep the number of age and period groups at $I = 3$ and $J = 3$, respectively. Again, since we specifically constructed a data generating process that conforms to the IE constraint when there are $I = 3$ age groups and $J = 3$ period groups as well as zero nonlinearities, the IE indeed recovers the true slopes when the age nonlinearity is zero. This row is shaded in Table 5.

Since the number of age groups is set at $I = 3$ for all simulations in Table 5, the age weight is set at $\omega_1 = 1$ and the value of $\nu$ changes directly with the age nonlinearity. As the age nonlinearity becomes more positive, the age and cohort slopes move towards positive infinity on the real number line, while the period slope moves towards negative infinity. In contrast, as the age nonlinearity becomes more negative, the age and cohort slopes move towards negative infinity on the real number line, while the period slope moves towards negative infinity. For the same underlying age, period, and cohort linear effects in the population, the IE will give radically different estimates of the slopes depending on the nonlinear effects.
Table 5: Sensitivity of the IE to Age Nonlinearities

<table>
<thead>
<tr>
<th>$\alpha^2$</th>
<th>$\alpha_{IE}$</th>
<th>$\pi_{IE}$</th>
<th>$\gamma_{IE}$</th>
<th>IE Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>−20.000</td>
<td>−4.500</td>
<td>6.500</td>
<td>−1.500</td>
<td>$\alpha - \pi + 6\gamma = -20.000$</td>
</tr>
<tr>
<td>−10.000</td>
<td>−3.250</td>
<td>5.250</td>
<td>−0.250</td>
<td>$\alpha - \pi + 6\gamma = -10.000$</td>
</tr>
<tr>
<td>−5.000</td>
<td>−2.625</td>
<td>4.625</td>
<td>0.375</td>
<td>$\alpha - \pi + 6\gamma = -5.000$</td>
</tr>
<tr>
<td>−1.000</td>
<td>−2.125</td>
<td>4.125</td>
<td>0.875</td>
<td>$\alpha - \pi + 6\gamma = -1.000$</td>
</tr>
<tr>
<td>−0.500</td>
<td>−2.062</td>
<td>4.062</td>
<td>0.938</td>
<td>$\alpha - \pi + 6\gamma = -0.500$</td>
</tr>
<tr>
<td>−0.250</td>
<td>−2.031</td>
<td>4.031</td>
<td>0.969</td>
<td>$\alpha - \pi + 6\gamma = -0.250$</td>
</tr>
<tr>
<td>−0.050</td>
<td>−2.006</td>
<td>4.006</td>
<td>0.994</td>
<td>$\alpha - \pi + 6\gamma = -0.050$</td>
</tr>
<tr>
<td>0.000</td>
<td>−2.000</td>
<td>4.000</td>
<td>1.000</td>
<td>$\alpha - \pi + 6\gamma = 0.000$</td>
</tr>
<tr>
<td>0.050</td>
<td>−1.994</td>
<td>3.994</td>
<td>1.006</td>
<td>$\alpha - \pi + 6\gamma = +0.050$</td>
</tr>
<tr>
<td>0.250</td>
<td>−1.969</td>
<td>3.969</td>
<td>1.031</td>
<td>$\alpha - \pi + 6\gamma = +0.250$</td>
</tr>
<tr>
<td>0.500</td>
<td>−1.938</td>
<td>3.938</td>
<td>1.063</td>
<td>$\alpha - \pi + 6\gamma = +0.500$</td>
</tr>
<tr>
<td>1.000</td>
<td>−1.875</td>
<td>3.875</td>
<td>1.125</td>
<td>$\alpha - \pi + 6\gamma = +1.000$</td>
</tr>
<tr>
<td>5.000</td>
<td>−1.375</td>
<td>3.375</td>
<td>1.625</td>
<td>$\alpha - \pi + 6\gamma = +5.000$</td>
</tr>
<tr>
<td>10.000</td>
<td>−1.075</td>
<td>2.750</td>
<td>2.250</td>
<td>$\alpha - \pi + 6\gamma = +10.000$</td>
</tr>
<tr>
<td>20.000</td>
<td>0.500</td>
<td>1.500</td>
<td>3.500</td>
<td>$\alpha - \pi + 6\gamma = +20.000$</td>
</tr>
</tbody>
</table>

DGP $\alpha = -2.000$, $\pi = 4.000$, $\gamma = 1.000$

Notes: DGP is shorthand for ‘data generating process.’ The DGP for the linear components is $Y = 3 - 2000(age_L) + 4000(period_L) + 1000(cohort_L)$. For all simulations, number of age, period, and cohort groups is set at $I = 3$, $J = 3$, and $K = I + J - 1 = 5$, respectively. Sample size for each simulation is $n = 1000 \times (I \times J) = 9,000$. Shaded row indicates that the IE constraint is satisfied for that particular simulated dataset.

The last column of in Table 5 again brings to light the complex and variable nature of the IE constraint. For instance, with $\alpha^2 = −1.000$ the constraint in Table 5 is $\alpha − \pi + 6\gamma = −1.000$ but with $\alpha^2 = +1.000$ the constraint becomes $\alpha − \pi + 6\gamma = +1.000$. Again, it is very difficult, if not impossible, to give a theoretical reason why this particular linear combination of the temporal slopes in the population should equal $\nu = +1.000$ rather than $\nu = −1.000$ simply because the quadratic age trend is positive one rather than negative one.

5 An Alternative: The Orthogonal Estimator (OE)

In light of the weaknesses of the IE, we propose the OE as an alternative estimator. The principal advantage of the OE over the IE is that the OE’s identifying constraint will always have the same transparent form regardless of the number of APC groups or the form of the nonlinearities. This will in turn foster the accumulation of knowledge and, we hope, the development of explicit theoretically- and empirically-based constraints by applied researchers.

Like the IE, the OE is based on the Moore-Penrose generalized inverse and applies sum-to-zero
constraints on the age, period, and cohort parameters. However, unlike the IE, the OE decomposes each zero-sum effect into its linear and nonlinear components, resulting in a set of coefficients and statistical inferences for the identifiable nonlinearities. The OE’s coefficients for the linear effects have the desirable property of transparency, with an easily-interpretible, invariant identifying constraint. In contrast to the IE, the estimated linear effects of the OE are not affected by the number of APC groups or the nature of the nonlinearities in the underlying data generating process. Finally, unlike the OE, the linear effects from the OE are always a simple average of ZLT models in which each of the age, period, or cohort slopes is set to zero.

5.1 OE’s Mathematical Constraint

Due to the partitioning of the linear and nonlinear components, the linear dependency in the OE design matrix is always $X_Ov_O = \text{age}_L - \text{period}_L + \text{cohort}_L = 0$, where $\text{age}_L$, $\text{period}_L$, and $\text{cohort}_L$ refer to the linear components in the OE design matrix. That is, the OE always has a null vector of the form:

$$v_O = (0, 1, -1, 1, 0 \ldots, 0)$$

(33)

where the first zero corresponds to the intercept; the elements positive one, negative one, and positive one correspond to the age, period, and cohort linear components; and the remaining zeros correspond to the $(I-2) + (J-2) + (K-2)$ nonlinear components. Adding more period groups or altering the size and sign of the nonlinearities will not affect the form of the linear dependence of the OE design matrix; that is, the null vector will always have the form in Equation 33. As a result, the OE’s mathematical constraint will always be

$$\alpha - \pi + \gamma = 0$$

(34)

regardless of the number of APC categories or the nature of the nonlinearities. In reference to the general form of the IE constraint in Equation 32, the OE always sets the $\omega$’s to one and $\nu$ to zero. This mathematical constraint on the data generating parameters is equivalent to assuming that $s = 0$ in the three-dimensional solution line given by the equation $b = b_{OE} + s v_O$.28

5.2 The OE as a Simple Average

Interpreting the OE is facilitated by the fact that it equals the simple average of three ZLT models in which the linear effect of age, period, or cohort is fixed to zero (or, equivalently, its corresponding column in the design matrix is dropped). To illustrate this unique property of the OE, we simulated data with values of $\alpha = 3$, $\pi = 1$, and $\gamma = 2$ as well as a full set of nonlinearities for age, period,

28In contrast to the OE, the IE will generally set $s$ to some other value and thereby locate the IE on some other point on the three-dimensional solution line.
and cohort. The estimates from the three ZLT models as well as their simple average are shown in Table 6.

Table 6: Estimates from Three ZLT Models

<table>
<thead>
<tr>
<th>Variable Dropped</th>
<th>Slopes</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\alpha}$</td>
<td>$\hat{\pi}$</td>
<td>$\hat{\gamma}$</td>
</tr>
<tr>
<td>age$_L$</td>
<td>0</td>
<td>4</td>
<td>-1</td>
</tr>
<tr>
<td>period$_L$</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>cohort$_L$</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Simple Average</td>
<td>5/3</td>
<td>7/3</td>
<td>2/3</td>
</tr>
</tbody>
</table>

Notes: The data generating process for this dataset is $Y = 5 + 3(age_L) + 0.5(age^2) + 1(period_L) - 0.75(period^2) + 2(cohort_L) + 1(cohort^2) + 0.5(cohort^3) - 0.25(cohort^4)$, where the $L$ subscripts denote linear contrasts and the superscripts denote higher-order orthogonal polynomial contrasts. Total sample size is $n = 10,000$.

The rows of Table 6 display the estimated slopes for the different ZLT models. For example, as shown in the first row of the table, if we drop the age linear component ($age_L$) then we obtain slope estimates of zero, four, and negative one for age, period, and cohort, respectively. Likewise, as shown in the second and third rows, by dropping the period linear component ($period_L$) we obtain estimates of four, zero, three and by dropping the cohort linear component ($cohort_L$) we obtain estimates of one, three, and zero. In other words, the three ZLT models give us three naive estimates for each of the temporal slopes. Using these results we can calculate three simple averages

\[
\begin{align*}
(0 + 4 + 1) \times \left(\frac{1}{3}\right) & = \frac{5}{3} = \hat{\alpha}_{OE} \\
(4 + 0 - 3) \times \left(\frac{1}{3}\right) & = \frac{2}{3} = \hat{\pi}_{OE} \\
(-1 + 3 + 0) \times \left(\frac{1}{3}\right) & = \frac{2}{3} = \hat{\gamma}_{OE} 
\end{align*}
\]

which equal the slope estimates produced by the OE. Formally, the OE is a convex combination (or weighted linear combination) of the estimated linear effects from the three ZLT models. That is, we can express the OE estimates as

\[
\begin{align*}
\hat{\alpha}_1 \lambda_1 + \hat{\alpha}_2 \lambda_2 + \hat{\alpha}_3 \lambda_3 & = \hat{\alpha}_{OE} \\
\hat{\pi}_1 \lambda_1 + \hat{\pi}_2 \lambda_2 + \hat{\pi}_3 \lambda_3 & = \hat{\pi}_{OE} \\
\hat{\gamma}_1 \lambda_1 + \hat{\gamma}_2 \lambda_2 + \hat{\gamma}_3 \lambda_3 & = \hat{\gamma}_{OE} 
\end{align*}
\]

where the subscripts 1, 2, and 3 refer to the ZLT models for age, period, and cohort, respectively.

\[29\text{Since the OE partitions the linear from the nonlinear effects, and the nonlinear effects are identifiable, the OE is a simple average of only the linear effects.}\]

\[30\text{In the appendix we show that the IE is also a convex combination of simpler models, and thus can also be interpreted as a weighted average of the estimates from a set of drop-one-variable models. However, the IE will not in general equal a simple average of three ZLT models.}\]
with weights $\lambda_1 = \lambda_2 = \lambda_3 = \frac{1}{3}$.

Figure 2: OE and Related Models in Barycentric Coordinates

Notes: Each point in the triangle (or two-simplex) is given by barycentric coordinates $(\lambda_1, \lambda_2, \lambda_3)$, with $\lambda_1 + \lambda_2 + \lambda_3 = 1$. Any particular slope estimate $a$ is a convex combination of the vertex estimates $a_1, a_2,$ and $a_3$, which correspond to the slope estimates from the ZLT age, period, and cohort models.

The fact that we can express the OE in terms of three simpler models suggests an informative geometric representation of the OE in terms of (normalized) barycentric coordinates. With barycentric coordinates, any particular point in a triangle (or two-simplex) is expressed as a weighted linear combination of the values of the vertices. These weights are the barycentric coordinates of the point. Specifically, let each vertex of a triangle have a value of $a_1, a_2,$ or $a_3$. The position of any given point $a$ within the triangle is a weighted linear combination of the values of the vertices:

$$a_1\lambda_1 + a_2\lambda_2 + a_3\lambda_3 = a$$

(37)

where the weights sum to one such that $\lambda_1 + \lambda_2 + \lambda_3 = 1$. Thus, once we know the values of the vertices $(a_1, a_2, a_3)$, we can locate any point $a$ within the triangle using barycentric coordinates $(\lambda_1, \lambda_2, \lambda_3)$. In Figure 2 we display the OE and related estimators in terms of barycentric coordinates. Each vertex in Figure 2 corresponds to an estimate from a ZLT model and every point within the triangle equals some weighted linear combination of the three ZLT models. For example, the
barycentric coordinates for the ZLT age model are \((1, 0, 0)\) and those for the ZLT period model are \((0, 1, 0)\). Likewise, as shown in Figure 2, the OE is the centroid of the triangle with barycentric coordinates of \((\frac{1}{3}, \frac{1}{3}, \frac{1}{3})\), thereby giving equal weight to each of the ZLT models.

Intriguingly, the OE can be seen as a starting point for considering more realistic, theoretically-informed models by altering the barycentric coordinates in the triangle. For example, suppose a researcher has strong theoretical grounds to prefer the ZLT period model and ZLT age model equally. The barycentric coordinates for such an age-period ZLT hybrid model are \((\frac{1}{2}, \frac{1}{2}, 0)\), which gives equal weight to the age and period ZLT models and no weight to the cohort ZLT model. Using the values of the vertices (i.e., the estimates from the three ZLT models), we obtain the slope estimates

\[
\hat{\alpha}_1 \lambda_1 + \hat{\alpha}_2 \lambda_2 + \hat{\alpha}_3 \lambda_3 = (0)(\frac{1}{2}) + (4)(\frac{1}{2}) + (1)(0) = 2 = \hat{\alpha}^*
\]
\[
\hat{\pi}_1 \lambda_1 + \hat{\pi}_2 \lambda_2 + \hat{\pi}_3 \lambda_3 = (4)(\frac{1}{2}) + (0)(\frac{1}{2}) + (3)(0) = 2 = \hat{\pi}^*
\]
\[
\hat{\gamma}_1 \lambda_1 + \hat{\gamma}_2 \lambda_2 + \hat{\gamma}_3 \lambda_3 = (-1)(\frac{1}{2}) + (3)(\frac{1}{2}) + (0)(0) = 1 = \hat{\gamma}^*
\]

where the asterisk denotes the slopes estimates from the ZLT age-period model with weights (or barycentric coordinates) of \(\lambda_1 = \frac{1}{2}, \lambda_2 = \frac{1}{2},\) and \(\lambda_3 = 0\).

The OE is a natural starting point for applied researchers focused on understanding temporal effects, but it is not the end point. When using the OE, we recommend the following three-step procedure. First, one should estimate the OE model, separately reporting the linear and nonlinear effects. By presenting the actual estimates of the linear and nonlinear effects, other researchers can know which components of the temporal trends are identifiable and which are not. Second, the ZLT models for age, period, and cohort should be estimated, with the linear and nonlinear effects again reported separately. Finally, theory or additional data should be used to justify the weights applied to the three ZLT models. If theory or additional information suggests the OE is invalid (that is, unlikely to represent the true data generating slopes), then one should use a different set of weights on the ZLT models or weigh a different set of extremal models. As with the IE, it is unlikely that the OE will happen to equal the true data generating parameters. However, by following the three-step procedure outlined above researchers will produce a range of estimates that can be transparently communicated to other researchers, who can then use these estimates to develop more realistic models of temporal effects.

---

31 In Cartesian coordinates the OE corresponds to the point closest to the origin in terms of Euclidean distance for the OE’s particular design matrix and outcome. In barycentric coordinates the OE corresponds to the geometric centroid of a triangle defined by the three ZLT models.

32 Note, however, that the true data generating slopes may lie outside the triangle. This suggests a different set of extremal models should be used.

33 For example, one could rotate the ZLT models so that they represent another set of extremal models on the solution line. We show how this can be done in the following section.
5.3 The IE as a Rotated Average of ZLT Models

Using the OE, we can clarify several important properties of the IE. As discussed in the previous section, the OE correctly identifies the nonlinearities and applies a constraint on the linear components. With the OE and the transformation matrix, we can demonstrate that IE also applies a constraint on the linear components and identifies the nonlinearities. The solution line for the design matrix $X_{Ortho}$ and outcome $y$ is $b = b_{OE} + s\tilde{v}_{OE}$, where $b$ are the true, unknown data generating parameters expressed as orthogonal polynomial contrasts. All we know from the data is that these true parameters lie somewhere on a line in three dimensional space, since $s$ can take on any real number. Thus, any estimate must entail an additional constraint, which is equivalent to setting a value for $s$. The OE is that particular set of estimates that minimizes the squared length of $(b_{OE} + s\tilde{v}_{OE})^T(b_{OE} + s\tilde{v}_{OE})$, which is when $s = 0 = \tilde{v}_{OE}^Tb_{OE}$.

Recall that the main difference between the IE (as defined by Land and colleagues) and the OE is that the former uses a design matrix of sum-to-zero effect contrasts, which is a transformation of the solution line defined previously. Specifically, the solution line for the design matrix $X_{Effect}$ and same outcome $y$ is $Tb = T(b_{OE} + s\tilde{v}_{OE})$. Let $M = T^T T$. The squared distance of $Tb$ from the origin for the transformed solution line is

$$b^T Mb = (b_{OE} + s\tilde{v}_{OE})^T M (b_{OE} + s\tilde{v}_{OE}),$$

which is at its minimum when

$$s^* = -\frac{\tilde{v}_{OE}^T Mb_{OE}}{\tilde{v}_{OE}^T M \tilde{v}_{OE}}$$

where $s^*$ is the scalar corresponding to the IE estimates. That is, the IE estimates expressed as orthogonal polynomial contrasts is:

$$b_{IE} = b_{OE} + s^*\tilde{v}_{OE}.$$  

Because the OE null vector only has non-zero elements for the linear components, the IE is simply a different location on the solution line defined by the estimable combinations of the age, period, and cohort slopes. That is, the IE and OE only differ because of the non-zero elements in $\tilde{v}_{OE}$, which correspond to the linear components, and both estimators will recover the equivalent set of nonlinearities.

We can use the OE to also show that the IE can be interpreted as a simple average of three extremal models, but these will not equal the three ZLT models unless $s^* = 0$. Recall that the OE is a simple average of three different ZLT models, each setting the age, period, or cohort slope to zero, since these are the only non-zero elements in the OE null vector. The IE is the simple average of a rotated set of ZLT models, where the estimates are shifted by $s^*$:
\[(\hat{\alpha}_1 + s^*)\lambda_1 + (\hat{\alpha}_2 + s^*)\lambda_2 + (\hat{\alpha}_3 + s^*)\lambda_3 = \hat{\alpha}_{\text{IE}}\]
\[(\hat{\pi}_1 - s^*)\lambda_1 + (\hat{\pi}_2 - s^*)\lambda_2 + (\hat{\pi}_3 - s^*)\lambda_3 = \hat{\pi}_{\text{IE}}\]
\[(\hat{\gamma}_1 + s^*)\lambda_1 + (\hat{\gamma}_2 + s^*)\lambda_2 + (\hat{\gamma}_3 + s^*)\lambda_3 = \hat{\gamma}_{\text{IE}}\]

where the subscripts 1, 2, and 3 refer to the ZLT models for age, period, and cohort, respectively, with weights \(\lambda_1 = \lambda_2 = \lambda_3 = \frac{1}{3}\). In other words, the IE is based on three extremal models, but it fixes each of the age, period, and cohort slopes to a non-zero value given by \(s^*\) instead of zero. This is a convenient mathematical result. However, providing a theoretical or substantive justification for any particular value of \(s^*\) imposed by the IE is likely to be difficult if not impossible.

6 Conclusion

Researchers have repeatedly attempted to estimate the unique contributions of age, period, and cohort processes on a wide range of outcomes. In this paper we have proposed a new technique, which we call the orthogonal estimator (OE), that overcomes some, but not all of the limitations of the intrinsic estimator (IE). Specifically, we have made several main points.

First, we demonstrated that it is only the parameters associated with the linear components in age, period, and cohort that are unidentified. In contrast, the parameters associated with the nonlinear effects are identified. As a result, estimators based on different design matrices will give the same estimates of the nonlinear effects, but will in general yield differing estimates of the linear effects. We have also shown how to take the estimates based on any design matrix and decompose them into their linear and nonlinear components. This is critical for understanding the weaknesses of the IE.

Second, we presented the IE as defined by using a zero-sum effect-coded design matrix along with the Moore-Penrose generalized inverse, which allows for the inversion of singular matrices. We discussed the IE’s statistical properties of being estimable, unbiased given its constraint, and with minimum variance. We pointed out that other estimators based on design matrices other than zero-sum effect coding, but that also use the Moore Penrose inverse, share these desirable statistical properties. However, in many cases these alternative estimators will produce estimates that are radically different than the IE’s.

Third, we discussed several important weaknesses of the IE. Assuming a fixed number of age categories, the IE is sensitive to the number of period and cohorts of data available to the researcher. Simulations show that, even when keeping the data generating process constant, the IE can produce remarkably different estimates of the linear age, period, and cohort trends depending on how many periods and cohorts of data are available. Mathematically, these results reflect the fact that the non-zero null vector elements change in number, size, and magnitude as the number of period (and thus cohort) groups changes. We also demonstrated how the size and sign of the identified nonlinear effects influence the IE’s linear effect estimates, sometimes radically so. Because of the complicated and highly-variable nature of the IE, it is often very difficult, if not impossible, for
applied researchers to understand the consequences of the constraint imposed by the IE on actual empirical results.

The fact that IE is sensitive to both the number of APC categories as well as the extent of the nonlinearities in the data is a consequence of zero-sum effect coding. Each of the parameter estimates in a zero-sum effect design matrix is a combination of both the linear and nonlinear effects in the data. As such, they combine aspects of the model that are nonidentified (the linear effects) with aspects that are identified (the nonlinear effects). This mixture produces the undesirable sensitivity of the IE’s estimates of the linear effects to both the number of periods and cohorts as well as the magnitude and direction of the nonlinear trends in the data.

Fourth, we outlined an alternative to IE, what we term the orthogonal estimator (OE). The OE uses the Moore-Penrose generalized inverse with a design matrix in which the linear components of the temporal variables are orthogonal to the nonlinear components. By keeping the linear and nonlinear parameter estimates distinct, the OE avoids the problems with the linear parameter estimates of the IE. Specifically, in contrast to the IE, the linear effects given by the OE are not sensitive to the number of periods and cohorts of data used by the researcher or to the size and sign of the nonlinear effects.

In addition, we demonstrated that the OE is equal to the simple average of three zero-linear-trend (ZLT) models in which either the age, period, or cohort linear effects are constrained to equal zero. Geometrically, the OE can be represented as the centroid in a system of barycentric coordinates, reflecting the fact that it is the average of three ZLT models. This offers a novel way of thinking about constraints on APC models in terms of a convex of combination of simpler models. In contrast to the OE, the IE is an average of three extremal models, but one in which the linear effects have been rotated relative to the three ZLT models. This latter fact adds to the difficulty in interpreting the IE.

For applied researchers, we suggest several guidelines when using the OE. When reporting the OE, one should also report the three ZLT models on which it is based. As well, one should report the full set of linear and nonlinear effects (rather than zero-sum effects) so that other researchers can clearly determine the size and direction of the identifiable nonlinearities as well as their statistical significance. Finally, one should consider using theory or insights from additional data to alter the weights on the OE. For example, one might prefer a ZLT period model, and thus examine the results when the model is weighted towards the ZLT period model.34

Although we think that the OE is preferable to the IE, this in no way implies that it is preferable to other approaches to analyzing APC data. As we have discussed, one can divide the set of methods for identifying APC effects into statistical and theoretical approaches. The strength of a statistical approach, such as the OE or IE, is that it is not based on any explicit theoretical or substantive assumptions that researchers may strongly disagree about. The weakness of a statistical approach is there is in general no reason to believe that it estimates the true parameters for the model that

34Alternatively, one may consider altering the set of extremal models on which the OE is based by rotating the three ZLT models.
generated the data. This is case for both the IE and the OE.

A theoretical approach will provide estimates of the underlying data generating parameters if the theoretical assumptions are valid. One example of a theoretical approach is to assume that the effect of any of age, period, or cohort effects is positive or negative over specific ranges of the variables. As Fosse and Winship (unpublished) show, this can be used to bound estimates of the data generating parameters, in some cases leading to quite narrow bounds despite weak assumptions. An alternative theoretical approach entails specifying the specific mechanisms through which age, period, and cohort impact the outcome. As Winship and Harding (2008) demonstrate, if one has variables measuring all the pathways through which one of the age, period, or cohort variables operate, then it is possible to identify the underlying data generating parameters. To be sure, an appreciable issue with any theoretical approach is that researchers may well disagree on the validity of particular assumptions. Although this can be a serious problem, at least when there is disagreement it will be clear why different approaches lead to different estimates.

Ultimately a theoretical approach is to be preferred to a purely statistical one. In most cases, researchers are interested in estimating the data generating parameters of their model. We appreciate that others see more value in a statistical approach. Nonetheless, if one is going to use a statistical approach to identification, there is merit in using an estimator such as the OE that provides separate estimates of the nonidentified linear and identified nonlinear parameters. As we have demonstrated, doing so produces estimates of the linear effects that are not affected by the number of periods and cohorts available to the researcher or to the size of the nonlinear effects.

Appendix

The technical literature on the IE is scattered across a range of publications, some of which are not widely available or are incomplete in presentation. To deal with this problem, in this appendix we provide the technical details of the IE as well as the OE. First we outline the APC identification problem and prove that the nonlinear effects and linear combinations of the linear effects are identified. Next, we formally define the IE, specify its design matrix, and show how it can be derived. Then we show how one can construct a transformation matrix to convert the IE zero-sum effects into estimates that partition the linear from the nonlinear components. Finally, we prove that both the IE and OE can be interpreted as a weighted average of simpler models in which one of the columns of the design matrix is dropped, with the OE always giving a simple average.

6.1 The APC Identification Problem

Typically in APC analysis the goal is to recover the underlying data generating parameters collected in vector \( b \) using a design matrix \( X \) and an outcome vector \( y \). Formally we have a linear system

\[ Xb = y \]  (43)
with a corresponding system of normal equations $X^T Xb = X^T y$.\textsuperscript{35} Our goal is to solve this system of linear equations by estimating the best-fitting solution, which is defined as the solution that minimizes some measure of error (or misfit). By far the most common technique is to find the least-squares solution $b_{OLS}$, which minimizes the $L_2$ norm (or Euclidean length) of the residual vector:

$$e = \|Xb - y\|_2 = \sqrt{\sum_{i=1}^n (y_i - (Xb)_i)^2}$$

(44)

where $e$ is an $n \times 1$ vector of residuals (or errors); the operator $\| \cdot \|_2$ denotes the $L_2$ norm; and $i$ indexes the observations (or rows) of the data set from $i = 1, \ldots, n$.\textsuperscript{36} If $X$ were of full column rank, then the system $Xb = y$ would have a unique least-squares solution $b_{OLS} = (X^T X)^{-1} X^T y$, where the superscripted $-1$ indicates the regular inverse. However, due to linear dependence, $X$ is rank deficient and a regular inverse of $X^T X$ does not exist. Consequently, we cannot estimate $b_{OLS}$ and any particular least-squares solution requires an additional constraint.

6.2 Proof of the Identifiability of the Nonlinear Effects and Linear Combinations of the Linear Effects

Given the linear model in Equation 2, $u^T b$ is identifiable (estimable) if and only if there exists an $n \times 1$ vector $q$ such that $u^T = q^T X$ (see Searle 1965: 486-487). The simple case occurs when $X$ is of full rank. In this situation the rows of the $p \times n$ matrix $(X^T X)^{-1} X^T$ are the set of vectors, since $[(X^T X)^{-1} X^T] Xb = b$, and thus all parameters of $b$ can be estimated. However, in the case of the C-APC (see Equation 26), the design matrix is not of full rank due to linear dependence. To determine which parameters in $b$ are identified, we can reduce the matrix $X$ to row echelon form. However, as demonstrated in the previous section, regardless of the coding scheme we can convert $X$ into orthogonal polynomial contrasts: $X_T^{-1} = X_O$. Thus, our goal simplifies to reducing the matrix $X_O$ into row echelon form and then ascertaining which parameters are identifiable. For similar proofs in the APC literature, see Rodgers (1982) and Holford (1983).

We can easily transform $X_O$ into row echelon form through a set of standard row operations conducted $r$ times. These operations are performed until the upper $k \times p$ submatrix is in row echelon form with the remaining rows as null vectors, where $\text{rank}(X_O) = k$. The row operations can be understood as premultiplying $X_O$ by an $n \times k$ matrix of full rank. Replacing the second row of $X_O$ with the difference between the second and first rows is equivalent to premultiplying $X_O$ by a matrix $Q_1$, where:

\textsuperscript{35}These are referred to as normal equations because the residual vector is required to be normal (or orthogonal) to every vector in the span of $X$.

\textsuperscript{36}Equation 44 defines a measure of error (or misfit) that we want to minimize, but it is not the only measure we could use. Another measure of error is the $L_1$ norm, corresponding to the solution that minimizes $e = \|Xb - y\|_1 = \sum_{i=1}^n |(y_i - (Xb)_i)|$. 
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Through a similar series of row operations conducted \( r \) times, the row echelon form may accordingly be expressed as \( X_\Omega^\dagger = QX_\Omega \), where \( X_\Omega \) is the matrix of orthogonal polynomial contrasts converted into row echelon form and \( Q = Q_r Q_{r-1} \ldots Q_1 \). The matrix \( Q \) is of full rank with dimensions \( n \times n \); additionally, each of the \( Q_r \) to \( Q_1 \) matrices is also of full rank with dimensions \( n \times n \). Let the first \( k \) rows of \( X_\Omega^\dagger \) be defined as \( X_{\Omega k}^\dagger \). The lower \( (n - k) \times p \) submatrix of \( X_\Omega^\dagger \) is a null matrix (i.e., it consists only of zeros). We can accordingly state that \( X_{\Omega k}^\dagger \) is a \( k \times p \) full-rank matrix with the following form:

\[
X_{\Omega k}^\dagger = \begin{pmatrix}
  x_1^T \\
  x_2^T \\
  \vdots \\
  x_k^T 
\end{pmatrix},
\]

where \( x_i^T \) is a \( p \times 1 \) vector for \( i = 1, 2, \ldots, k \). We can likewise define \( Q_k \) as a \( k \times n \) full-rank matrix consisting of the first \( k \) rows of \( Q \):

\[
Q_k = \begin{pmatrix}
  q_1^T \\
  q_2^T \\
  \vdots \\
  q_k^T 
\end{pmatrix},
\]

where \( q_i \) is an \( n \times 1 \) vector for \( i = 1, 2, \ldots, k \). Because \( q_i^T X_\Omega = x_i^T \) for \( i = 1, 2, \ldots, k \), then \( x_i^T b \) is an identifiable function. Moreover, because \( X_{\Omega k}^\dagger \) is full rank with respect to \( k \), we know that \( X_{\Omega k}^\dagger b \) is a basis set of identifiable functions.

For the C-APC model in Equation 26, the row echelon form of \( X_\Omega \) has the following form:

\[
X_\Omega^\dagger = \begin{pmatrix}
  1 & 0 & \cdots & 0 & 0 & 0 \\
  0 & 1 & \cdots & 0 & 0 & 0 \\
  0 & 0 & \cdots & 1 & 0 & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  0 & 0 & \cdots & 0 & 1 & 1 \\
  0 & 0 & \cdots & 0 & 0 & 1 \\
  0 & 0 & \cdots & 0 & 0 & 0 \\
  0 & 0 & \cdots & 0 & 0 & 0 
\end{pmatrix}.
\]
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This matrix indicates those components of the APC effects that are identifiable and which that are not. For example, suppose we want to know whether or not the \( j \)th parameter of \( b_0 \) can be uniquely estimated. We first find the row of \( X_0^\dagger \) for which the \( j \)th entry is one and the first \( j - 1 \) entries are zero. If the remaining \( p - j \) entries are also zero, then we know the \( j \)th parameter of \( b_0 \) can be identified. However, if the remaining of the entries are non-zero then the identifiable function is derived from the values of those row entries. In general, each row of \( X_0^\dagger \) is an identifiable function. Furthermore, because \( X_0^\dagger b_0 \) is a basis set, every function that can be identified can be generated from this set of functions. Let \( b_0^\dagger \) denote the basis set of identifiable functions for APC models.

Then we know that:

\[
b_0^\dagger = \begin{cases} 
\mu \\
\alpha^2, \alpha^3, \ldots, \alpha^{I-1} \\
\pi^2, \pi^3, \ldots, \pi^{J-1} \\
\gamma^2, \gamma^3, \ldots, \gamma^{K-1} \\
\alpha + \pi \\
\gamma + \pi 
\end{cases}
\]  

(49)

where \( \theta_1 = \alpha + \pi \) and \( \theta_2 = \gamma + \pi \). More generally, any function of the form

\[
\alpha(\omega_1) + \pi(\omega_1 + \omega_2) + \gamma(\omega_2)
\]

(50)

for arbitrary values of \( \omega_1 \) and \( \omega_2 \) is identifiable (cf. Holford 1983: 314).

### 6.3 Defining the IE

In the case of the IE we can express the estimates as

\[
b_{IE} = (X^T X)^+ X^T y = X^+ y.
\]

(51)

where the superscript \( + \) denotes the Moore-Penrose generalized inverse and again \( X \) is a design matrix of categorical age, period, and cohort variables with sum-to-zero effect coding. Equation 51 underscores that the IE is based on \( (X^T X)^+ \) or, equivalently, \( X^+ \).

Formally, \( X^+ \) is defined as a generalized inverse meeting four Moore-Penrose conditions:

1. General Condition: \( XX^+ X = X \)
2. Reflexive Condition: \( X^+ XX^+ = X^+ \)
3. Normalized Condition: \( (XX^+)^T = X^+ X \)
4. Reverse Normalized Condition: \( (X^+ X)^T = XX^+ \)

For any particular matrix \( X \), the generalized inverse always exists (i.e., it is well-defined) and unique (i.e., there is only one such generalized inverse that meets the conditions above). From the four
conditions above, we can express the solution in terms of the normal equations. It can be shown that if $X$ is of full rank then $X^+y = (X^TX)^{-1}X^Ty$.\(^{37}\)

As with any constrained least-squares estimate for a particular design matrix $X$ and outcome $y$, we can use the IE to construct a solution line:

$$b = b_{IE} + sv$$

(52)

where, as previously, $s$ is a scalar that can take on any real number. By varying $s$, we slide up and down the solution line, resulting in an infinite number of constrained least-squares solutions. Among these values of $s$, the IE assumes $s = 0$ in Equation 52. Geometrically, the IE is the least-squares solution corresponding to the point on the line closest to the origin in terms of Euclidean distance. This point coincides with the minimum (Euclidean) length of $b_{IE} + sv$, which is at its minimum when $s = 0$.\(^{38}\) Equivalently, the vector $b_{IE}$ is the projection of $b$ on the nonnull space of $X$, which is orthogonal to the null space:

$$b_{IE} = (I - \hat{\nu}\hat{\nu}^T)b$$

(53)

where $I$ is a $p \times p$ identity matrix and $\hat{\nu}$ is the normalized null vector so that $\hat{\nu}\hat{\nu}^T = 1$. That is, the IE separates the true unknown parameter $b$ into two orthogonal components, the null vector $v$ and the vector of IE estimates $b_{IE}$. Since these two vectors are perpendicular to each other, $b_{IE}v^T = 0$ or, equivalently, $s = 0$ in the solution line defined by $b_{IE} + sv$.

Since the IE finds that particular set of least-squares estimates on the solution line for which the (Euclidean) length is minimized, it is a *minimum-norm least-squares* (MNLS) solution. In other words, the IE is fundamentally a two-stage minimization algorithm:

\[
\begin{align*}
\text{Stage 1:} & \quad \text{minimize} \quad \|Xb - y\|_2 \\
\text{Stage 2:} & \quad \text{minimize} \quad \|b\|_2 \quad \text{among all solutions from Stage 1}
\end{align*}
\]

(54) (55)

where again the operator $\| \cdot \|_2$ denotes the $L_2$ norm and $X$ is a matrix of sum-to-zero effect coding for categorical age, period, and cohort variables. In the first stage, the IE finds the least-squares solution to $Xb = y$. Since $X$ is rank deficient one, there is no unique least-squares solution; rather, there are many such solutions lying on a line in multidimensional space. In the second stage, the IE obtains a particular solution by applying a minimum-norm constraint. Among the least-squares estimates on the solution line, the IE selects that particular set of estimates with the minimum (Euclidean) length or, equivalently, that is closest to the origin in terms of Euclidean distance.\(^{39}\)  

---

\(^{37}\)The first and third conditions imply that $X^TXX^+ = X^T$. Substituting $b = X^+y$ into the normal equations $X^TXb = X^Ty$, we obtain $X^TXX^+y = X^Ty$. If $X$ is of full rank, then we can take the regular inverse to solve for $X^+y$, which results in $X^+y = (X^TX)^{-1}X^Ty$.

\(^{38}\)Note, however, that the value of $s$ differs depending on the construction of the solution line. For any particular constrained set of estimates $b^*$, the IE minimizes the Euclidean length of $b^* + sv$ or, likewise, its squared length $(b^* + sv)^T(b^* + sv)$. Using calculus, this squared length is at its minimum when $s = -\hat{\nu}^Tb^*$.

\(^{39}\)Combining these two stages, in the limit we can write the IE as minimize $\|Xb - y\|_2^2 + \lambda^2\|b\|_2^2$, where $\lambda$ is a
Various coding schemes are possible for the design matrix. However, as emphasized by Land and colleagues, the design matrix of the IE must be specified as sum-to-zero effect (or deviation) contrasts for the age, period, and cohort groups (Yang and Land 2013c: 79; Land et al. 2016: 964). The IE design matrix has the form

$$X = (1|A|P|C)$$  (56)

where 1 is a vector of 1’s for the intercept, $A = (a_1, \ldots, a_{I-1})$ is the set of age columns, $P = (p_1, \ldots, p_{J-1})$ is the set of period columns, and $C = (c_1, \ldots, c_{K-1})$ is the set of cohort columns. Each of these columns is coded so that their parameters equal the difference between the mean of the particular group coded one and the overall (or grand) mean. For example, the coding for the $i$th age column is:

$$a_i = \begin{cases} 
1, & \text{if the } i\text{th age group,} \\
-1, & \text{if the } I\text{th age group,} \\
0, & \text{otherwise.} 
\end{cases}$$  (57)

The matrix $A$ accordingly gives the parameters $\alpha_i$ for $i = 1, \ldots, I - 1$, with the $I$th parameter given by $\alpha_I = - \sum_{i=1}^{I-1} \alpha_i$. The columns for period and cohort are similarly coded, with similar parameter definitions. Specifically, the period parameters for $P$ are $\pi_j$ for $j = 1, \ldots, J - 1$, with the $J$th parameter given by $\pi_J = - \sum_{j=1}^{J-1} \pi_j$, and the cohort parameters for $C$ are $\gamma_k$ for $k = 1, \ldots, K - 1$, with the $K$th parameter given by $\gamma_K = - \sum_{k=1}^{K-1} \gamma_k$. We collect these parameters in the $p \times 1$ vector

$$b = (\mu|\alpha_i, \ldots, \alpha_{I-1}|\pi_j, \ldots, \pi_{J-1}|\gamma_k, \ldots, \gamma_{K-1})^T$$  (58)

where $\mu$ is the intercept, representing the overall (or grand) mean, and the superscripted $T$ denotes the transpose. Note that to avoid overparameterization due to the inclusion of the intercept, the design matrix constrains the age, period, and cohort parameters to sum to zero, such that $\sum_{i=1}^{I} \alpha_i = \sum_{j=1}^{J} \pi_j = \sum_{k=1}^{K} \gamma_k = 0$.

### 6.4 Deriving the IE

There are numerous ways to obtain the IE estimates, reflecting the fact that there are many techniques for computing the Moore-Penrose generalized inverse of a matrix. A particularly intuitive and revealing approach is to decompose $X$ into component matrices that clarify the structure of the data and facilitate manipulation. With singular value decomposition (SVD), we can factorize

[regularization parameter and $\lambda \to 0$. As $\lambda$ approaches zero, both the IE and ridge (or Tikhonov) regression solutions converge to that set of estimates with the smallest Euclidean norm.]

[Alternatively, one could fix the parameters at one of the levels to zero. For example, researchers often fix the first set of levels (e.g., $\alpha_{i=1} = \pi_{j=1} = \gamma_{k=1} = 0$) or the last set (e.g., $\alpha_{i=I} = \pi_{j=J} = \gamma_{k=K} = 0$). However, as outlined by (Yang and Land 2013c: 79), the IE is based only on a design matrix with sum-to-zero constraints and effect (or deviation) coding (see also Land et al. 2016: 964).]
\( X \), which is of dimension \( n \times p \), into the product of three distinct matrices:

\[
X = U \Sigma V^T
\]  

(59)

where \( U \) is an \( n \times n \) orthogonal matrix with columns that are unit basis vectors spanning the data space (that is, the columns are orthonormal); \( \Sigma \) is a \( p \times p \) diagonal matrix in which the diagonal elements are the singular values of \( X \) in descending order: \( \sigma_1, \sigma_2, \ldots, \sigma_r \), with the rank of the matrix \( r = p - 1 \); and \( V \) is a \( p \times p \) orthogonal matrix with columns that are basis vectors spanning the parameter (or model) space. Since \( X^+ y = b_{IE} \), we can obtain the IE estimates by computing the Moore-Penrose generalized inverse of \( X \). There are three main steps. First, we transpose \( \Sigma \) and then take the reciprocal of the nonzero singular values along the diagonal, retaining those with a value of zero.\(^{41}\) This will give the generalized inverse of \( \Sigma \), denoted as \( \Sigma^+ \). Second, we use \( \Sigma^+ \) to calculate \( V \Sigma^+ U^T = X^+ \). Finally, we find the IE estimates by calculating \( b_{IE} = X^+ y \).

Alternatively, we can derive the IE estimates by taking the Moore-Penrose generalized inverse of \( X^T X \). For applied researchers accustomed to linear regression, this is likely to be a more intuitive approach than finding the generalized inverse of \( X \). Using the SVD for \( X \), we can write the following:

\[
X^T X = (V \Sigma^T U^T)(U \Sigma V^T)
\]

\[
= V \Sigma^2 V^T
\]

\[
= V \Lambda V^T
\]  

(60)

where the last line is the spectral (or eigenvalue) decomposition of \( X^T X \). Note that \( \Lambda \) is a \( p \times p \) diagonal matrix of the squared non-zero singular values (that is, the eigenvalues) of \( X^T X \) in descending order \( \sigma_1^2, \sigma_2^2, \ldots, \sigma_r^2 = \lambda_1, \lambda_2, \ldots, \lambda_r \), with the rank of the matrix \( r = p - 1 \). It is straightforward to find the generalized inverse of \( X^T X \), since we follow a similar set of steps as before. First, we find the transpose of \( \Lambda \) and take the reciprocal of the nonzero eigenvalues along the diagonal, keeping the zero eigenvalues. This will give the generalized inverse of \( \Lambda \), denoted as \( \Lambda^+ \). Second, we calculate \( V \Lambda^+ U^T = (X^T X)^+ \). Finally, we use \( (X^T X)^+ \) to find the IE estimates: \( b_{IE} = (X^T X)^+ X^T y \).\(^{42}\)

Using spectral decomposition, we can show how the IE is an orthonormal transformation of principal components regression (e.g., Yang and Land 2013c: 79). After factorizing \( X^T X \), we select the columns of \( V \) that correspond to the non-zero eigenvalues of \( \Lambda \), since these columns are an

---

\(^{41}\) In practice it is common to specify a threshold (or tolerance) value such that any singular values less than this (typically very small) value are set to zero. The number of singular values above this specified tolerance is the effective rank.

\(^{42}\) Besides allowing for estimation of the IE, the decomposition of \( X^T X \) reveals two crucial features of the data. First, the number of non-zero eigenvalues in \( \Lambda \) gives the rank of the matrix \( X^T X \). Since the columns of the data are linearly dependent, there will always be a zero eigenvalue and thus the matrix is rank deficient one. Second, along with the zero eigenvalue in \( \Lambda \) there will always be a corresponding eigenvector in \( \Lambda \), which is the orthonormal basis for the null space of \( X^T X \). This eigenvector is simply the normalized null vector \( \hat{v} \).
orthonormal set of basis vectors for the range of $X^TX$.\footnote{In contrast, the orthonormal basis for the null space of $X^TX$ is the column (or eigenvector) in $V^T$ corresponding to the zero eigenvalue of $\Lambda$.} We call these non-null eigenvectors $V^*$. Next, we obtain the principal components by multiplying the design matrix $X$ by the matrix of non-null eigenvectors $V^*$. We call this matrix $C = XV^*$. Then we run OLS using this new matrix $C$, denoting the coefficients as $b_{PCR}$ since principal components are the inputs in the model:

$$b_{PCR} = (C^TC)^{-1}X^Ty. \quad (61)$$

Importantly, by omitting the null eigenvector we are constraining its coefficient to equal zero in Equation 61. To obtain the coefficients on the original scale, we extend $b_{PCR}$ to include the zero coefficient for the null eigenvector and then multiply the extended vector by the entire matrix of eigenvectors: $Qb_{PCR_{Extended}} = b_{IE}$. From this derivation, the IE can be understood as a technique that reduces the dimensionality of the data by fixing the coefficient of the null eigenvector to zero.

6.5 Defining the OE

As described in the main text, there are any number of estimators using the Moore-Penrose generalized inverse, each with a different coding of the design matrix. Rather than applying the Moore-Penrose generalized inverse to a design matrix of effect (or deviation) coding, what we call the orthogonal estimator (OE) uses a matrix in which the nonlinearities of age, period, and cohort are orthogonal to their respective linear components. That is, the OE estimates are given by

$$b_{OE} = (X_o^TX_o)^+X_o^Ty \quad (62)$$

where the superscript $+$ indicates the Moore-Penrose generalized inverse and the subscript $o$ denotes a design matrix of nonlinearities orthogonal to the linear components for age, period, and cohort. The design matrix can be set up by using zero-sum orthogonal polynomial contrasts (Draper and Smith 2014: 461-472). Equivalently, we can construct matrix of zero-sum effects orthogonal to the linear components. Here we present the latter approach.

Let our design matrix $X_o$ be represented as the following:

$$X_o = (1|a|p|c|A^*|P^*|C^*) \quad (63)$$

where the first column is a vector of ones for the intercept; $a$, $p$, and $c$ are $n \times 1$ vectors encoding the linear trends; and $A^*$, $P^*$, as well as $C^*$ are matrices of dimensions $n \times (I-2)$, $n \times (J-2)$, and $n \times (K-2)$ representing the nonlinear components of age, period, and cohort. The columns for the age, period, and cohort linear trends can be represented in a straightforward manner. For the $i$th age group, we can represent the linear trend as $a_i = i - (I+1)/2$. Likewise, the period and cohort vectors can be coded as $p_j = j - (J+1)/2$ and $c_k = k - (K+1)/2$, respectively.

To construct the nonlinear contrasts we generate a set of columns orthogonal to the constant
and linear trend for age, period, and cohort, respectively. For example, to construct the nonlinear contrasts for age we specify a matrix $A_{\text{Effect}}$ as a matrix of age levels with effect (or deviation) coding (see Equation 57). We denote the constant and linear coding for age as $(1|a)$. To obtain the coding for the remaining columns we project the columns of $A_{\text{Effect}}$ onto the orthogonal complement of $(1|a)$. The projection matrix for age is given by

$$A_{\text{Proj}} = (1|a)(1|a)^T(1|a)^{-1}(1|a)^T.$$ 

(64)

where $A_{\text{Proj}}$ is of dimension $n \times n$. We then obtain the coding matrix of nonlinear age components $A^*$ as follows:

$$A^* = (I - A_{\text{Proj}})A_{\text{Effect}}$$

(65)

where $I$ is an identity matrix of order $n \times (I - 2)$ and $(I - A_{\text{Proj}})$ is the orthogonal complement of $(1|a)$. We similarly set up matrices $P^*$ and $C^*$ for period and cohort.

### 6.6 The Transformation Matrix

To illustrate some of the properties of the IE, it is useful to transform its estimates into its linear and nonlinear components. In general, the transformation matrix $T$ is a block diagonal matrix in which the main diagonal blocks are square matrices and off-diagonal blocks are zero matrices (Luo et al. 2016: 947). Let $A$, $P$, and $C$ denote the original contrast matrices for age, period, and cohort with dimensions $I \times (I - 1)$, $J \times (J - 1)$, and $K \times (K - 1)$, respectively. Although sum-to-zero effect (or deviation) coding is the most frequently used in the APC literature, these matrices may be coded with any number of schemes without loss of generality. Let $A_O$, $P_O$, and $C_O$ denote the corresponding sum-to-zero orthogonal polynomial contrast matrices for age, period, and cohort (Draper and Smith 2014: 461-472). Each of these contrast matrices has full column rank, but not full row rank. Hence we can construct three left inverses:

$$A^L_O = (A_O^T A_O)^{-1} A_O^T$$

$$P^L_O = (P_O^T P_O)^{-1} P_O^T$$

$$C^L_O = (C_O^T C_O)^{-1} C_O^T$$

(66)

where the superscript $L$ denotes a left inverse. We are now in position to construct the transition matrix $T$, which has the generic form

$$T = 1 \oplus A^L_O A \oplus P^L_O P \oplus C^L_O C$$

(67)

or, equivalently,
$$T = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & A^L & 0 & 0 \\ 0 & 0 & P^L & 0 \\ 0 & 0 & 0 & C^L \end{pmatrix}$$

(68)

where $\oplus$ is the direct sum.

6.7 The MNLS Solution as a Weighted Average

As shown previously, the both the IE and OE provide a particular solution by estimating $(X^TX)^+$, the Moore-Penrose generalized inverse of the $p \times p$ matrix $X^TX$. For both the IE and OE, this gives the minimum-norm least-squares (MNLS) solution. In what follows, we prove that both estimators are a weighted average of simpler "drop-one-variable" models. In the case of the OE these drop-one-variable models correspond to three ZLT models that are weighted equally. Thus, the OE can be interpreted as a simple average, unlike the IE.

Generally speaking, we denote the rank of $X^TX$ as $p-1$, since it is rank deficient one. However, although $X^TX$ is rank deficient, it consists of a number of submatrices that are of full rank. To keep track of the submatrices of $X^TX$, we introduce some notation. Let $S_I$ denote the set of all full row-rank submatrices, each of which corresponds to an element of an index set $I$. That is, the set $S_I$ consists of elements $(X^TX)_{i\ast}$, where the asterisk is a placeholder and $i \in I$. Likewise, let $S_J$ indicate the set of all full column-rank submatrices, each of which corresponds to an element of an index set $J$. In other words, the set $S_J$ consists of elements $(X^TX)_{\ast j}$, where the asterisk is a placeholder and $j \in J$. Finally, let $S_N$ denote the set of all full column-rank and row-rank submatrices, each of which corresponds to an element of an index set $N$. That is, the set $S_N$ consists of elements $(X^TX)_{ij}$, where $i \in I$ and $j \in J$.

To clarify the index set notation, suppose $p = 3$ and the rank is $p-1 = 2$. Then we have the index sets $I = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\}$ and $J = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\}$, with $N$ consisting of all combinations of $I$ and $J$. The set $S_I$ consists of three $2 \times 3$ full row-rank submatrices indexed by $I$, while the set $S_J$ consists of three $3 \times 2$ full column-rank submatrices indexed by $J$. Finally, the set $S_N$ indexed by $N$ consists of nine $2 \times 2$ submatrices that are of full rank. For example, the submatrix $(X^TX)_{\{1,2\}\{2,3\}}$ in set $S_N$ is indexed by $i = \{1, 2\}$ and $j = \{2, 3\}$ in set $N$. In other words, this notation informs us that by subsetting $X^TX$ to rows $\{1, 2\}$ and columns $\{2, 3\}$ (or, equivalently, removing the third row and first column), we obtain the submatrix $(X^TX)_{\{1,2\}\{2,3\}}$. This submatrix is of full rank, so it can then be inverted using a regular inverse.

Using the index set notation defined above, we can express the Moore-Penrose generalized inverse as a weighted linear combination of all regular inverses $(X^TX)_{ij}^{-1}$ in $X^TX$ (Berg 1986):  

$$ (X^TX)^+ = \sum_{(ij) \in N} \lambda_{ij} (X^TX)_{ij}^{-1} $$

(69)
where the $\lambda_{ij}$’s are the weights and the subscript 0 denotes that the submatrix $(X_0^T X_0)_{ij}$ is padded with zeros in the appropriate rows and columns after it is inverted. The weights $\lambda_{ij}$ sum to one and are proportional to the squares of the determinants of the $(X^T X)_{ij}$ submatrices:

$$\lambda_{ij} = \frac{|(X^T X)_{ij}|^2}{\sum_{(ij) \in N} |(X^T X)_{ij}|^2} \quad (70)$$

where $| \cdot |^2$ denotes the squared determinant.

To show that the MNLS solution is a weighted average of drop-one-variable models, we re-express $(X^T X)^+_{ij}$ by summing over the rows $i \in I$ for each combination of the columns of $X^T X$ (Ben-Israel and Greville 2003: 104-151). For each column we can find the generalized inverse

$$(X^T X)_{*j} = \sum_{i \in I} \lambda_{ij} (X_0^T X_0)^{-1}_{ij} \quad (71)$$

where the weights $\lambda_{ij}$ are defined as before in Equation 70. These submatrices $(X^T X)_{*j}$ are a weighted sum equal to the Moore-Penrose generalized inverse of the entire matrix $X^T X$:

$$(X^T X)^+ = \sum_{j \in J} \lambda_{*j} (X_0^T X_0)^{+}_{*j} \quad (72)$$

where the weights are now defined as

$$\lambda_{*j} = \frac{\sum_{i \in I} |(X^T X)_{*j}|^2}{\sum_{(ij) \in N} |(X^T X)_{ij}|^2} \quad (73)$$

That is, for each $j$ submatrix in $J$ we calculate the weights $\lambda_{*j}$ by summing the squared determinants for the submatrices indexed by $I$ and then dividing by the sum of the squared determinants for all submatrices indexed by $N$.\(^{45}\) Multiplying both sides of Equation 72 by $X^T y$, we have the following relationship:

$$(X^T X)^+ X^T y = \sum_{j \in J} \lambda_{*j} (X_0^T X_0)^{+}_{*j} X^T y \Rightarrow \quad b_{MNLS} = \sum_{j \in J} \lambda_{*j} B_{*j} \quad (74)$$

where $B_{*j}$ is the $m \times p$ matrix of estimates in which each one of the variables (that is columns) of $X$ is dropped, where $m$ is the number of drop-one-variable models. That is, each row is a different drop-one model of $X$ and the columns refer to each of the parameter estimates $p$. Note that $p = m$.

\(^{44}\)Because determinants have an interpretation as volume, the weights can be interpreted as ratios of volumes, with the square root of the numerator giving the volume of each of the submatrices $(X^T X)_{ij}$ and the square root of the denominator giving the volume of the entire matrix $X^T X$.

\(^{45}\)Similar to Equation 70, the square root of the numerator gives the volume of each of the submatrices $(X^T X)_{*j}$, while the square root of the denominator is the volume of $X^T X$. 
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in Equation 74, since we are dropping each column of $X$.

We can make two further simplifications. First, for both the IE and the OE the weights in Equation 73 are equal to the squared elements of the null vector divided by the sum of the squared elements of the null vector:

$$\lambda_m = \frac{v^2}{\sum_{m=1}^{M} v^2}$$

(75)

where the elements in the null vector are indexed from $m = 1, \ldots, m = M$, with $M = p$ since each parameter in $b_{OE}$ has a corresponding null vector element. Second, we only place a just-identifying constraint on the parameter vector $b$ by dropping the columns of $X$ that correspond to the non-zero elements of the null vector. To put it another way, we only weigh the estimates of the drop-one columns when that particular column has a null vector value other than zero. Thus, we can present a simplified formula for the MNLS solution as a weighted average of drop-one-variable models:

$$b_{MNLS} = \sum_{k=1}^{K} \lambda_k B$$

(76)

where $k$ indexes the non-zero null vector elements in $v$ and corresponding columns in $X$, with $\lambda_k = \frac{v^2}{\sum_{k=1}^{K} v^2}$. To reiterate, $B$ is a $k \times p$ matrix of coefficients. Each row of $B$ is a different drop-one-variable model, where we only drop those columns of $X$ with corresponding non-zero null vector elements. Since the IE and OE are both MNLS solutions, they both can be interpreted as a weighted average of estimates from drop-one-variable models. The OE reduces to a simple average because its null vector only has three non-zero elements of equal magnitude corresponding to the age, period, and cohort linear components.
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